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A strong electronic reconstruction resulting in a quenching of the Fe magnetic moments has recently been
predicted to be at the origin of the giant magnetocaloric effect displayed by Fe2P-based materials. To verify this
scenario, x-ray magnetic circular dichroism experiments have been carried out at the L edges of Mn and Fe for two
typical compositions of the (Mn,Fe)2(P,Si,B) system. The dichroic absorption spectra of Mn and Fe have been
measured in the vicinity of the first-order ferromagnetic transition. The experimental spectra are compared with
first-principles calculations and charge-transfer multiplet simulations in order to derive the magnetic moments.
Even though signatures of a metamagnetic behavior are observed either as a function of the temperature or the
magnetic field, the similarity of the Mn and Fe moment evolution suggests that the quenching of the Fe moment
is weaker than previously predicted.
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I. INTRODUCTION

In the field of functional magnetic materials, compounds
exhibiting a first-order magnetic phase transition (FOMT)
have recently received a large interest due to their potential
applications. Systems that undergo a discontinuous phase
transformation have especially been studied for their mag-
netocaloric effect (MCE). One of the most promising MCE
applications is magnetic cooling, which overturns the use
of greenhouse or ozone-depleting refrigerant gases, while it
potentially has a better energy efficiency than usual cooling
methods [1–3]. To observe a particularly large magnetocaloric
effect, advantage should be taken from the latent heat displayed
by the first-order magnetic transition leading to a giant
magnetocaloric effect (GMCE). In the last decade several
families of MCE materials have been discovered: FeRh [4],
Gd5Si2Ge2 [5], Mn(As,Sb) [6], La(Fe,Si)13 and its hydrides
[7,8], and MnFe(P,X) (X = As, Ge, Si, B) [9–13]. The
understanding of the origin of the FOMT in these various
materials is still limited. Especially the mechanism at the basis
of the interplay between the magnetic/electronic/structural
degrees of freedom that leads to a simultaneous change of
all these parameters at the FOMT requires more insight and
is crucial for further development of advanced magnetocaloric
materials. As pointed out by several studies, the latent heat is
the key parameter driving the GMCE properties [13–16]. As
an example, it has recently been reported that the substitution
of a small amount of P by B in MnFe(P,Si) materials results in
a decrease of the latent heat, resulting in better magnetocaloric
properties at intermediate magnetic fields [13].

Many efforts have recently been made to understand
the FOMT in Fe2P-based (Mn,Fe)2(P,Si,B) alloys. In this
hexagonal system (space group P 6̄2m), the Fe and Mn
atoms preferentially occupy the tetragonal 3f site and the
pyramidal 3g site, respectively [17,18]. When both sites are
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occupied by iron, a clear distinction is found between the
low-moment 3f site and the high-moment 3g site [17]. The
FOMT of these materials has been extensively characterized;
in particular, the structural evolution across the FOMT is
now well documented [18–23]. All these studies support the
magnetoelastic nature of the first-order ferro-to-paramagnetic
transition, which leads to a discontinuity in the ratio of
the cell parameters (c/a), but keeps the hexagonal structure
unmodified with a negligible volume change. Recently, it has
been proposed that the key parameter at the origin of GMCE
is a strong electronic reconstruction at the FOMT. Electronic
structure calculation on MnFeP0.5Si0.5 [11] predicts a change
in hybridization between the 3f site, occupied by iron, and
the surrounding nonmetallic elements, which is expected to
result in a reduction of the Fe(3f ) local moment from 1.54 μB

in the ferromagnetic phase to a value of only 0.003 μB in the
paramagnetic phase, while the moments on the 3g site (Mn) are
almost unaffected [11]. Even though Fe2P presents a FOMT
one order of magnitude weaker than MnFe(P,Si) alloys, a
relatively similar mechanism was proposed by Yamada and
Terao in the parent material [24]. Within a Ginzburg-Landau
model, the loss of long-range magnetic order at the FOMT was
ascribed to a cooperative effect between the 3f and 3g sites,
resulting in a significant reduction of the local 3f moments
at TC. These predictions have recently been revisited to take
into account the influence of substitutional elements on the
nonmetallic site of Fe2P [25].

The evolution of the magnetic moments in
Mn1.25Fe0.7P0.5Si0.5, observed by neutron diffraction,
seem to support this Fe-quenching scenario [18]. In particular,
a reduction of the local 3f magnetic moment in the
ferromagnetic phase is observed when TC is approached,
which is compatible with a loss of the local magnetic moment
at the FOMT. One of the aims of the present study is to
pursue this analysis towards the paramagnetic regime. To
test the predicted disappearance of the Fe moment in the
paramagnetic phase, x-ray magnetic circular dichroism
(XMCD) as a function of temperature and magnetic field
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has been measured. This method allows one to probe the
evolution of the local moment both in the ferromagnetic and
paramagnetic phases. This is in contrast to neutron diffraction,
where site-specific moments are probed. This study has been
carried out on two prototypical MnFe(P,Si,B) materials: (i)
MnFe0.95P0.582B0.078Si0.34 (composition A), which exhibits
a good MCE performance, with a Mn:Fe ratio close to 1,
where Fe fully occupies the 3f site and Mn the 3g site; (ii)
a Mn-rich material Mn1.25Fe0.70P0.50B0.01Si0.49 (composition
B), comparable with the composition used for the previous
studies of the MnFe(P,Si) system [12,18,26].

II. EXPERIMENTAL METHODS

Polycrystalline samples of MnFe0.95P0.582B0.078Si0.34 and
Mn1.25Fe0.70P0.50B0.01Si0.49 were prepared according to the
same method used in previous studies [13]. Note that the
ball-milling and sintering are both done in argon atmosphere.
The as-synthesized samples were cycled five times across the
FOMT prior to the measurements. Magnetization measure-
ments were carried out in a magnetometer (Quantum Design
MPMS 5XL) equipped with a superconducting quantum
interference device (SQUID) and the reciprocating sample
option.

The XMCD measurements were collected at the ID08
beamline of the European Synchrotron Radiation Facility in
Grenoble, France. The measurements were taken by tuning the
energy at both the Mn and Fe L2,3 edges (2p → 3d transition).
The x-ray absorption spectra were recorded using the total-
electron yield (TEY) mode, and normalized to the intensity of
the incident beam. The sample temperature was regulated in
the temperature range from 230 to 330 K. The x-ray absorption
(XAS) spectra correspond to the sum of positive (μ+) and
negative (μ−) absorption signals, while the XMCD spectrum
is calculated from the difference between μ+ and μ−. The
bulk samples (circular disks with a diameter of 10 mm and a
thickness of 2 mm) were placed in an ultrahigh vacuum (UHV)
system equipped with a 5 T split coil superconducting magnet.
The incident x-ray beam and magnetic field are parallel to
each other and oriented perpendicular to the sample surface.
The pellets were scrapped in situ with a diamond file in the
preparation chamber before the measurements. In order to
reduce the occurrence of systematic errors, all measurements
were performed for two directions of the applied magnetic
field, along and opposite to the incident x-ray beam.

In order to simulate the 2p XAS and XMCD, the spectra
were modeled using the ligand field multiplet theory, where
we used the CTM4XAS interface version of the programs
[27–29]. This approach takes into account all the electronic
Coulomb interactions as well as the spin-orbit coupling on any
electronic open shell and treats the geometrical environment
of the absorbing atom through the crystal-field potential. The
spectrum is calculated as the sum of all possible transitions for
an electron excited from the 2p level to a 3d level. The 2p 4s

transitions are omitted as they have only small intensity. In the
simplest formulation, a pure 3dn configuration is attributed
to the 3d transition ions in the ground state and transitions
between the 2p63dn ground state and the 2p53dn+1 final
excited state are calculated. The interelectronic repulsions
are introduced through Slater-Condon integrals, F 2

dd , F 4
dd and

the 3d spin-orbit coupling (ξ3d ) for the initial state and F 2
dd ,

F 4
dd , F 2

pd , G1
pd , G3

pd , ξ3d , and ξ2p for the final state. Atomic
spin-orbit values and Slater-Condon integrals have been used,
where the Slater-Condon integrals are calculated via a 80%
reduction of the Hartree-Fock values. The surrounding of
the metal ion is represented by an octahedral crystal-field
potential, parametrized by the parameter 10Dq that defines the
energy difference between the t2g and eg orbitals. A molecular
field (μBH ) of 0.02 eV is added along the z direction to
describe the magnetic order.

The DFT calculations were done by using WIEN2K [30],
which employs the full potential linearized augmented plane
wave method [31]. The calculations were performed within
a scalar relativistic mode. The nonoverlapping atomic sphere
radii were taken as 2.23, 2.45, 2.08, and 1.98 a.u. for Fe,
Mn, Si, and P, respectively. The Brillouin zone integration was
performed with the tetrahedron method with 72 k points within
the irreducible Brillouin zone (IBZ). Exchange interactions
were taken into account using generalized gradient approx-
imation by Perdew, Burke, and Ernzerhof [32]. To model
the XMCD spectra, we first converged the spin-polarized
calculation. Since the calculation of optical properties requires
a dense mesh of eigenvalues and eigenvectors [33], we chose a
112 k-point mesh in the IBZ. Then the spin-orbit calculation is
performed via a second variational scheme with the direction of
magnetization specified along the crystallographic z axis. Core
states were treated fully relativistically. So states with orbital
angular momentum l �= 0, show splitting due to spin-orbit
interaction. To obtain the XMCD peaks at the correct energies,
we considered the Slater transition state. So, 1/2 electron was
removed either from the 2P3/2 or 2P1/2 state and added to the
valence states. The energy and the charge were converged
to 0.0005 Ry and 0.005 electrons, respectively. Then the
momentum matrix elements between the specific core states
and the conduction states were calculated and finally the
integration over the Brillouin zone was done.

III. RESULTS AND DISCUSSION

The temperature dependence of the magnetization
for MnFe0.95P0.582B0.078Si0.34 (composition A) and
Mn1.25Fe0.70P0.50B0.01Si0.49 (composition B) are plotted
in Figs. 1(a) and 1(b). In agreement with previous reports
[11,13], the Curie temperatures derived from MB(T)
magnetization measurements in 2 T, are TC = 295 and
298 K for compositions A and B, respectively. A limited
thermal hysteresis (∼2 K) is noticeable between the MB(T)
upon warming and upon cooling for composition A. For
composition B the hysteresis is negligible. In addition, the
magnetization jump appears to be broader in B than in A.
Both features point towards a weaker first-order character
in material B than in A. This tendency is supported by the
isothermal magnetization curves presented in Figs. 1(c) and
1(d) for materials A and B, respectively. The MT(B) curves
for sample A with Mn:Fe ratio close to 1 show a clear S shape
in the vicinity of TC, which confirms the occurrence of a
FOMT. This metamagnetic behavior is far less pronounced for
material B. The Arrot plots in Figs. 1(e) and 1(f) indicate that
sample B lays at the boundary where the FOMT turns into a
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FIG. 1. (Color online) Temperature dependence of the magnetization in a field of 2 T for MnFe0.95P0.582B0.078Si0.34 (composition A) (a)
and Mn1.25Fe0.70P0.50B0.01Si0.49 (composition B) (b), the magnetic isotherms in the vicinity of the transition temperature for composition A (c),
and composition B (d), and Arrot plots obtained from increasing field magnetization isotherms in the vicinity of the transition temperature for
composition A (e) and composition B (f).

continuous transition. The two examples have similar Curie
temperatures, but exhibit different transitional behaviors.

Figure 2 shows the experimental XAS and XMCD spectra
of composition A at L2,3 edges of Mn and Fe. The spectra were
obtained in the ferromagnetic state (T = 250 K) and in the
paramagnetic state (T = 330 K) at an applied magnetic field
of 4 T. There is almost no difference between the XAS spectra
of the ferromagnetic and paramagnetic states [see Fig. 2(a)].
For Mn, the absorption maxima are located at about 639.6
and 650.8 eV for the L3 and L2 edges, respectively. On the
high-energy wing of L3, one can observe two satellite peaks:
one at about 1 eV and another (hardly visible) at about 3.5 eV
above the maximum of L3. At the L2 edges, there is a tendency
towards a peak splitting into two separate peaks. The two
peaks are also present in the multiplet calculation of Mn,
regarded as a 4s23d5 system. Due to band dispersion effects
these atomic transitions are broadened in intermetallic and
covalent systems. Depending on the degree of broadening the
peaks can be distinguishable in experimental spectra, where

Mn is more localized and expected to have more visible
features [28,34]. Similar features were also observed for the
Mn spectra of some intermetallic alloys and thin films [35–37].
This more localized character of the 3g site in Fe2P-based
materials has already been pointed out by several theoretical
and experimental studies [11,25,38]. However, at this stage
one cannot rule out a few other possibilities for the origin of
the peak splitting. Although the sample surface was prepared
in situ in UHV, one has to keep in mind that a partial oxidation
of the surface cannot be totally discarded, especially when
measuring in TEY mode (the probing depth is only several
nm). In addition, there may be an antisite effect, i.e., a limited
amount of Mn site on the 3f tetrahedral site instead of the 3g

site with a pyramidal environment [18]. The XAS line shapes
of Fe, shown in Fig. 2(b), exhibit relatively broad absorption
peaks. The only additional feature is a small peak that appears
on the high-energy site of the L3 edge, positioned at about
+1.1 eV. It is worth noting that for both the Fe and Mn XAS
spectra, no energy shifts are observed when the temperature
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FIG. 2. (Color online) XAS and XMCD spectra for MnFe0.95P0.582B0.078Si0.34 (composition A) measured at the Mn-L2,3 edge [left panel, (a)
and (c)], and Fe-L2,3 edge [right panel, (b) and (d)]. Black and red spectra are measured at 250 K (ferromagnetic state) and 330 K (paramagnetic
state), under an applied magnetic field of 4 T, respectively.

is changed from the ferromagnetic to the paramagnetic state.
This implies that no significant valence change takes place
across the phase transition.

Figures 2(c) and 2(d) show the XMCD spectra for sample
A. The intensity of both the Mn and Fe XMCD are clearly
reduced in the paramagnetic state (330 K), while in both cases
the spectral shape remains unmodified. Moreover, the polarity
of the XMCD of Mn and Fe is the same, which indicates a
parallel alignment of the spin moments of Mn and Fe. This
is in good agreement with the neutron diffraction results for
MnFe(P,Si) compounds in which the spins on the 3f and
3g sites are aligned in parallel in the ab plane [18]. For the
Mn spectrum, there is a pronounced positive shoulder on the
high-energy side of the L3 edge, whose intensity approaches
zero before the L3 peak. This positive shoulder at the vicinity
of L3 of the Mn spectrum was also found in atomic calculations
for Mn 4s23d5 states [39]. The contribution at 3.5 eV above
L3, which is visible in both the XMCD and the XAS signal, is
considered to belong to the main phase and to be an intrinsic
property of the material. This is a signature of the jj mixing
often observed in light 3d elements and will be discussed
in detail hereafter. Unlike the anomaly at L3 + 3.5 eV, the
additional peaks at L3 + 1 eV in the XAS spectrum of both
Fe and Mn, do not correspond to any feature in the XMCD
signal. This suggests that oxidation is the origin of these two
satellite peaks at +1 eV on both the Mn and Fe edges. In
the case of Mn1.25Fe0.70P0.50B0.01Si0.49 (composition B), the
spectral feature of XAS and XMCD spectra of the Mn- and
Fe-L2,3 edge are shown in Fig. 3. The spectral features for
composition B are comparable to that of composition A.

Figures 4(a) and 4(b) show the field dependence of the
XMCD spectra for Mn and Fe at a temperature of 292 K,
just above the transition temperature TC = 288 K (in zero
magnetic field). As anticipated, the XMCD intensity increases
with the applied magnetic field, reflecting a gain in the average
projection of the magnetic moment with the field. From B = 0
to 0.75 T, there is a rapid appearance of a sizable XMCD signal,
which can be ascribed to the orientation of magnetic domains.
Above 0.75 T, one can see a slower increase of the XMCD
signal with an approach to a saturation above 3 T. This behavior
corresponds to a metamagnetic transition. The critical field
(BC) is reasonably in line with the BC ≈ 1.25 T derived from
the MT(B) curves presented in Fig. 1(c). Comparing Figs. 2 and
4 highlights the similarity between crossing the paramagnetic-
ferromagnetic transition by decreasing the temperature or by
increasing the field in the present (T,B) range. For both the
temperature- and field-induced FOMT, the shape of the XMCD
(and XAS) at the Mn and Fe edge is not affected by the change
in magnetic field and temperature.

The line shapes of the XAS and XMCD spectra are strongly
dependent on the electronic configuration of the probed atoms.
In order to analyze the spectral features of the XAS and XMCD
spectra in detail, charge transfer (CT) multiplet calculations
[27–29] and density functional theory (DFT) calculations
were carried out. In Fig. 5, we compare the experimental
data at magnetic saturation for composition A with the
spectra obtained from the CT and DFT calculations. The DFT
calculations can ideally provide a good single-particle (itin-
erant model) description of the chemical bonds, while the
multiplet calculation provides a reliable multiconfigurational
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FIG. 3. (Color online) XAS and XMCD spectra for Mn1.25Fe0.70P0.50B0.01Si0.49 (composition B) measured at the Mn-L2,3 edge [left panel,
(a) and (c)], and Fe-L2,3 edge [right panel, (b) and (d)]. Black and red spectra are measured at 250 K (ferromagnetic state) and 330 K
(paramagnetic state), under an applied magnetic field of 4 T, respectively.

FIG. 4. (Color online) The field dependence of the XMCD spec-
tra for Mn-L2,3 (a) and Fe-L2,3 (b) at a temperature of 292 K for
MnFe0.95P0.582B0.078Si0.34 (composition A). The temperature of 292 K
is just above the magnetic transition at zero field of TC = 288 K
(B = 0 T).

description of the final states and their spin-orbit coupling. In
the present CT calculations, the spectra were modeled by the
2p63d5 → 2p53d6 (Mn) and 2p63d6 → 2p53d7 (Fe) transition
in an octahedral Oh symmetry, considering a crystal-field
splitting of 10Dq = 0.2 eV for Mn and 10Dq = 1.0 eV
for Fe. To account for configuration interaction effects, the
Slater integrals were reduced to 80% of their Hartree-Fock
values. The effect of exchange splitting was taken into account
by setting the magnetic splitting parameter to 20 meV. The
final state charge-transfer energy � + Udd − Upd has been
used with a fixed difference of Upd − Udd = 1 eV, where
� is the charge-transfer energy, Udd is the Hubbard U

correlation energy, and Upd is the core-hole potential [40].
Each spectrum is broadened with a Lorentzian broadening of
0.2 eV (0.4 eV) for L3 (L2) and a Gaussian broadening of 0.5 eV
to approximately account for lifetime and resolution effects.
The XMCD was derived from DFT calculations according to
the method described in Sec. II.

These two computational methods are compared to the
experimental XAS and XMCD data in Figs. 5(a) [5(c)]
and 5(b) [5(d)] for the Mn and Fe edges, respectively.
Generally speaking, there is a decent agreement between the
experimental spectra and the calculations. One can see that
the overall spectral features are reproduced fairly well by both
calculation methods. The energy positions of the main peaks
of the two calculated spectra agree with that of experimental
spectra. Besides, the main and satellite features are reproduced
correctly within 1 eV and the calculated intensity distributions
are rather realistic [see Figs. 5(a) and 5(b)]. However, one
observes that the relative intensity ratio L2/L3, which depends
mainly on the projection of the total moment, shows some
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FIG. 5. (Color online) Comparison of the measured, charge-transfer multiplet calculation and DFT calculation for XAS and XMCD spectra
at the Mn-L2,3 [(a) and (c)] and Fe-L2,3 [(b) and (d)] edge, for MnFe0.95P0.582B0.078Si0.34 (composition A). Black full line shows the measured
spectra at 250 K, 4 T. Red symbols and green dots show the spectra from the multiplet and DFT calculations, as described in the text.

deviation for both calculations [see Figs. 5(c) and 5(d)].
Furthermore, looking more closely into the three spectra, the
multiplet calculation seems to yield a better overlap with
the experiment for Mn than the DFT method. In particular,
the multiplet calculation succeeds in reproducing the positive
shoulder on the high-energy side of the L3 edge, while the
DFT fails in doing so. In contrast, for Fe, there is a better
agreement between the spectrum calculated from DFT and
the experiment. Specifically, the ratio of the L2/L3, XMCD
peaks are more consistent with DFT than CT calculations.
In addition, for Fe, the width of the peaks from multiplet
calculation is too narrow in comparison with experiments
and DFT calculation. This reduction in overall width of the
peaks in multiplet calculation can be taken into account by a
reduction of the Slater integrals [41]. The differences between
Mn and Fe spectra suggest that although Mn and Fe atoms are
closely related 3d transition metals, they behave intrinsically
differently in this system. More precisely, it is anticipated from
previous studies that the Mn 3d states occupy a more localized
environment (the pyramidal 3g site), while Fe 3d states are in
a more delocalized one (tetrahedron 3f site) [42]. This may
explain why the charge-transfer multiplet calculation cannot
fully be implemented in the case of Fe.

To derive quantitative values for the spin and orbital
moments (μspin and μorb) from XMCD spectra, sum rules
are usually applied [43,44]. However, in the present case,
some care has to be taken, especially for Mn [45–49]. Several
issues neglected by the sum rule approach play a significant
role. First of all, the relatively strong 2p − 3d (core-valence)
Coulomb interaction compared to 2p spin-orbit interaction

leads to mixing of the j = 2p3/2 and j = 2p1/2 manifolds,
which consequently causes an inaccuracy for the integration
over the spin-orbit split core levels. This feature is illustrated
by the positive XMCD signal on the high-energy wing of L3.
The spin sum rule is only valid in the limit of jj coupling and in
the present case should be thus corrected for jj mixing. Second,
according to the sum rules, μspin and μorb depend on the
number of valence holes in the 3d state and a proportionality
constant, the integrated area of magnetization-averaged signal.
The former can be determined via theoretical calculations, but
the latter requires care to obtain background subtraction and
accurate edge steps, which often causes inaccuracies. Finally,
the sum rules are often applied by omitting the magnetic dipole
operator Tz. For the present case, the Tz values are included
but found to be quite small. Band structure calculations give
0.000 98 and −0.003 38 for Mn and Fe, respectively [50].
Here, we assumed the number of unoccupied d holes to be 5
for Mn and 4 for Fe. Following the procedure used originally
by Chen et al. [51], we employed a simple two-step function to
subtract the L3 and L2 edge steps from the absorption spectrum.
Then by applying orbital sum rules [43], the orbital magnetic
moments of Mn and Fe of compositions A and B are obtained
and presented in Table I. A small positive orbital moment
is observed for both Mn and Fe, which confirms that the
spin and orbital moments are coupled in parallel. Besides,
the small nonzero value also indicates that Mn and Fe are
not in a pure 3d5 and 3d6 ground state configuration, but
have small admixtures of 3d6 for Mn and 3d7 for Fe due
to the hybridization with neighboring atoms [52,53]. Though
both the Mn and Fe atoms have a very small orbital magnetic
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TABLE I. The spin and orbital magnetic moments (in units of μB/atom) derived from the sum rules and corrected spin-moment values
are summarized along with the total magnetic moment obtained by SQUID magnetometry, for MnFe0.95P0.582B0.078Si0.34 (composition A) and
Mn1.25Fe0.70P0.50B0.01Si0.49 (composition B) at 250 K (ferromagnetic state) and 330 K (paramagnetic state) in a field of 2 T.

Ferromagnetic T = 250 K Paramagnetic T = 330 K XMCD μ (SQUID)

μspin μorb μorb/μspin μspin μorb μorb/μspin

Composition Atom (SR) (Corr.) (SR) (Corr.) (SR) (Corr.) (SR) (Corr.) 250 K 330 K 250 K 330 K

A
〈Fe〉 3f 0.671 0.804 0.046 0.057 0.190 0.235 0.012 0.051 2.032 0.555 2.96 0.37〈Mn〉 3g 0.816 1.181 0.001 0.001 0.214 0.307 0.001 0.003

B
〈Fe〉 3f 0.658 0.788 0.023 0.029 0.120 0.186 0.015 0.081 1.886 0.453 2.68 0.31〈Mn〉 3f + 3g 0.739 1.069 0.006 0.006 0.172 0.247 0.005 0.020

moment, it is interesting to note that μorb for Fe is one order
of magnitude higher than for Mn.

To obtain more reliable spin moments, a correction pro-
cedure is used [45]. First, an experimental spin moment is
derived from the sum rules [44]. Then, XAS and XMCD
are simulated with charge-transfer multiplet calculations by
fitting the experimental data. At the end, the expected spin
moments are calculated for the ground state. By comparing
this value to the sum-rules result, correction factors [45]
[SEsum

z ]/〈 Sz 〉 of 0.69 for Mn and 0.85 for Fe are derived,
and are subsequently applied to all sum-rule values. In Table I,
the spin and orbital magnetic moments derived from the sum
rules and the corrected values are summarized along with the
total magnetic moment obtained by SQUID magnetometry. For
composition A, we obtain an effective magnetic moment for
Mn of μ(Mn) = μspin + μorb= 1.182 μB and for the Fe atom
of μ(Fe) = μspin + μorb = 0.85 μB in the ferromagnetic state
(T = 250 K, 2 T). The total magnetic moment per formula
unit results in 2.032 μB, which is about 30% smaller than the
magnetization determined by magnetometry of 2.96 μB/f.u.

In the paramagnetic state (T = 330 K, 2 T), Mn moments of
μ(Mn) = μspin + μorb = 0.308 μB and Fe moments of μ(Fe) =
μspin + μorb = 0.247 μB are obtained. For composition B,
a slightly lower magnetic moment is observed, which is in
accordance with the magnetization data shown in Fig. 1.

To gain further insight into the thermal evolution of the
magnetic properties across the FOMT, systematic XMCD
measurements were performed as a function of the temperature
and magnetic field. The results are presented in Figs. 6 and
7 for materials A and B, respectively. In Fig. 6(a), the Mn
and Fe magnetic moments for composition A are shown as
a function of temperature for a magnetic field of 2 T. The
most striking feature is the larger magnetic moments for
Mn compared to Fe. This is in line with previous neutron
diffraction studies in the ferromagnetic phase [18,22]. This
phenomenon was ascribed to the site occupancy, with Mn
preferentially occupying the high moment 3g site and Fe the
3f site, which shows a weaker magnetism [18,22,54,55]. It is
now found experimentally that this tendency is also maintained
in the paramagnetic state, as was suggested by first-principles
calculations [11]. If we now look at the relative evolution
of the projected local moments for each element, we can
observe that both exhibit an abrupt decrease at TC. From 250
to 330 K, the reduction in magnetic moments is 72% and 74%
for Fe and Mn, respectively (note that this reduction is not
significantly affected by the sum-rule correction). This thus

points towards a similar evolution for the magnetism of the Fe
and Mn moments across the FOMT. This trend is also found
in the XMCD as a function of field. Figure 6(b) displays the
magnetic field dependence of the XMCD of composition A in
the ferromagnetic and paramagnetic states as well as at TC (in
a field of 2 T). At 250 K, a field dependence characteristic for a
ferromagnetic state is observed for both Fe and Mn. At 292 K,
the field-induced transition can clearly be seen for both Mn
and Fe. Although these inflection points are less pronounced
than that observed from magnetization measurement [see Figs.
1(c) and 1(e)], it is still present. The transition is centered at a
magnetic field of 2 T. In the paramagnetic state, the application
of a magnetic field increases the projected magnetic moments

FIG. 6. (Color online) The XMCD magnetic moment as a
function of temperature (a) and magnetic field (b) for
MnFe0.95P0.582B0.078Si0.34 (composition A). Top curves were mea-
sured in a field of 2 T; below curves were measured at 250 K (fer-
romagnetic state), 292 K (near transition), and 330 K (paramagnetic
state). The XMCD magnetic moments were derived as described in
the text.
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FIG. 7. (Color online) The XMCD magnetic moment as a
function of temperature (a) and magnetic field (b) for
Mn1.25Fe0.70P0.50B0.01Si0.49 (composition B). Top curves were mea-
sured in a field of 2 T; below curves were measured at 250 K
(ferromagnetic state) and 330 K (paramagnetic state). The XMCD
magnetic moments were derived as described in the text.

for both Mn and Fe at an identical rate 0.06(1) μBT −1. The
XMCD versus T and B are consistent and both indicate that
the Fe magnetic moment remains finite in the paramagnetic
phase. The T or B evolution of the Fe moment is similar to
that of Mn.

Let us now consider the case of composition B, which
exhibits a transitional behavior lying at the FOMT and second-
order magnetic phase transition boundary. The XMCD as a
function of temperature (at fixed field) and as a function of the
magnetic field (at constant temperature) in the ferromagnetic
and paramagnetic states is presented in Figs. 7(a) and 7(b),
respectively. The total magnetization in the ferromagnetic state
is lower in composition B than in A. This result is in line with
the previous reports in this system [56]. The Mn moments are
expected to have a significantly lower magnetic moment on the
3f site than on the 3g site (and also lower than Fe on the same
3f site) [11]. This theoretical prediction is here confirmed,
since the decrease in the total magnetization by the change in
Mn/Fe ratio can be mainly ascribed to the reduction in Mn
moment (the Mn moment is reduced more strongly than the
Fe moment). Previous neutron experiments [18] provided the
magnetic moment on Mn in the 3g position (fully occupied
by Mn) and their evolution with a change in Mn/Fe ratio, but
failed to separate the Mn/Fe magnetic moments on the 3f

site. The present XMCD approach allows one to obtain the
Fe moment independently of the Mn signal and to estimate
the Mn moment on the 3f site. By considering that the Mn
magnetic moments on the 3g site are found to be independent

of the Mn/Fe ratio [18,22], one can derive for composition B

an experimental value for the Mn moments on the 3f site of
μMn(3f ) = 1

x
〈μMn〉 − 1−x

x
μMn(3g) = 0.621 μB, where x is the

Mn(3f )/Mn ratio. It should be noted that (i) this moment is
derived from XMCD data only and (ii) as observed for Fe mo-
ment, the Mn moment on the 3f site is lower than the 3g site.

If one looks at the temperature evolution of the Mn/Fe
moments for composition B, once again there is a striking
similarity between the respective evolution of the two elements
with a reduction from 250 to 330 K of 75% and 76% for Fe
and Mn, respectively. This Fe/Mn comparative approach for
composition B is not straightforward as the signal for Mn
mixes the temperature dependence of the 3f and 3g sites. The
Mn moment on the 3f position shows the same local moment
quenching as predicted for Fe. The similarity of the Fe and Mn
moments evolution, however, supports the overall similarity
between the temperature dependence of the 3f and 3g sites
observed for composition A, i.e., no complete quenching of
the local moment on the 3f site is observed for temperatures
directly above the FOMT.

The observed similarity in temperature and field de-
pendence for the Mn and Fe moments across the ferro-
paramagnetic transition does not support the quenching
of the 3f magnetic moment for Fe in the paramagnetic
state, predicted from the electronic structure calculations on
MnFeP0.5Si0.5 [11]. These XMCD results therefore suggest
that the reduction in the 3f moments at TC is overestimated
by ab initio calculations. This observation does not, however,
directly affect the predicted reconstruction of the electronic
state at the 3f site, as the reconstruction was also predicted
for the parent phase Fe2P, without a full moment quenching
of the 3f site [24].

Possible origins for this difference are the limited size of
the supercell used in the calculations and the effect of short-
range correlations as, strictly speaking, the electronic structure
calculations do not take into account the effect of temperature.
In the XMCD experiments, the temperatures considered are
TC ± 40 K. This temperature range is significantly larger
than the purely discontinuous regime at the FOMT and its
corresponding magnetic discontinuity. However, one is still
in the transition range where short-range order develops
[17,18,57,58]. In the paramagnetic phase, the MT(B) curves
of the XMCD magnetic moments show in the low magnetic
field regime a deviation from Curie-Weiss behavior, indicating
the existence of short-range order with temporal fluctuations
of ferromagnetically ordered clusters. The existence of short-
range magnetic order in the paramagnetic phase has been
reported in various Fe2P-based materials up to 3TC [18,57].
These fluctuations above the transition may contribute to a
smearing of the Fe(3f ) moment quenching.

IV. CONCLUSIONS

The electronic and magnetic properties of
(Mn,Fe)2(P,Si,B) materials across their first-order magnetic
phase transition have been investigated in an element-specific
way by XMCD measurements. The results are compared with
CT multiplet and DFT calculations. From XAS, it is found
that no significant valence change and generally speaking no
spectral shape modification is observed across the FOMT.
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From XMCD, the magnetic field and temperature dependence
of the magnetic moments was obtained for the Fe and Mn
moments for two Fe/Mn ratios. It is observed that the Mn
exhibits a much lower magnetization on the 3f site than on
the 3g. In contrast to theoretical predictions, it is observed that
the Fe moments are not fully quenched in the paramagnetic
state just above TC. These results indicate that the magnitude
of the reduction in the 3f moments at TC is overestimated by
ab initio calculations.
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[37] H. A. Dürr, G. van der Laan, D. Spanke, F. U. Hillebrecht, and
N. B. Brookes, Phys. Rev. B 56, 8156 (1997).
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