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Abstract

The ligand K edges and metal L edges of transition metal complexes are discussed within the perspective of recent progress in calculations on
bulk transition metal oxides. Similarities and differences between bulk transition metal systems and coordination complexes are discussed. It is
argued that the core hole effect reduces the amount of ligand p-states in the 3d-band (the b2 value) by approximately 10–20%. It is suggested
that matrix elements do not have to be included in XAS calculations if one calculates the projected DOS in the area of the core state radius. In
case of metal L edge spectra, the additional effects of multiplets and charge transfer are discussed and compared with DFT calculations.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

This review is written in honor of the work of Ed Solo-
mon, in particular his elegant usage of X-ray absorption
spectra of transition metal complexes [1,2]. In this contri-
bution I discuss some of these applications and try to place
them into a context of related models. The intensity of an
X-ray absorption spectrum (IXAS) is described with the
Fermi golden rule, which in the dipole approximation reads

IXAS /
X

q

jhUf jêq � rjUiij2dð�hm� Ef þ EiÞ ð1Þ

This Fermi golden rule is a general expression and de-
scribes the transition from the initial state (Ui) to the final
state (Uf) wave functions with the dipole operator êq � r
summed over its different polarizations q. The delta func-
tion indicates the conservation of energy. In the single elec-
tron excitation model the initial state wave function is
rewritten as a core state (c) and the final state wave func-
tion as an empty state (e). The core hole is localized and
has a well-defined energy, implying that the delta function
can be reformulated with the empty orbitals or unoccupied
density of states (q*). This yields

IXAS � M2q� ð2Þ
M2 indicates the squared matrix element and q* the final
state density of states (DOS). Below the final state DOS
q* will be compared with the ground state DOS q. The
most popular codes to calculate the density of states of
both molecules and solids are based on density functional
theory. Three types of DFT codes dominate the single elec-
tron excitation simulation of X-ray absorption spectra: (a)
real space multiple scattering codes such as FEFF [3], (b)
pseudo-potential band structure codes such as WIEN2K
[4] and paratec [5] and (c) real space quantum chemistry
code, for example ADF [6] or STOBE. In the single-parti-
cle excitation model it is, implicitly, assumed that all other
electrons do not participate in the X-ray induced transition
and for metal L edges this model breaks down, as will be
discussed below.

Central in the analysis by Ed Solomon’s group is the
molecular orbital picture, with the lowest unoccupied
molecular orbital (LUMO) of a metal complex being
described as a linear combination of metal (M3d) and
ligand (Lnp) valence orbitals:

W3d ¼ ð1� b2Þ1=2jM3di þ b2jLnpi ð3Þ
The metal L edge excitation originates from a metal-cen-
tered 2p-orbital and only transitions to the metal-centered
component of the ground state wave function have inten-
sity. Thus, the metal L transition probes the empty metal
3d-states, and the integrated intensity of the L edge X-
ray absorption spectrum can be related to the covalence
a2 [=(1 � b2)] of the partially unoccupied 3d-orbitals in a
metal complex. Similarly, the ligand K edge originates
from a ligand-centered 1s-orbital and only transitions to
the ligand-centered component of the ground state wave
function have intensity. The integrated intensity of the K
pre-edge can be related to the covalence (b2) of the partially
unoccupied 3d-orbitals. For the case of the sulfur K edge in
metal sulfur systems, the Fermi golden rule is rewritten by
Hedman et al. [7,8] for the lowest energy peak as

IXAS � I ½Sð1s! 3pÞ� � b2 ¼ I s � b2 ð4Þ
Here b2 is defined as the percentage of the sulfur character
and I[S(1s! 3p)] or Is is the dipole integral. To transfer
Eq. (2) to Eq. (3), M2 can be identified with Is and q* with
b2. In this equation, b is the amount of sulfur 3p-states
within the lowest unoccupied molecular orbital of the
ground state wave function of a transition metal system,
i.e. the empty states in the 3d-band. In case of the metal
L edge, multiplet effects and charge transfer effects reorder
the intensity distribution over a wider energy range.
Wasinger et al. [9] used a projection method to remove
these effects from the spectrum, allowing an analysis of
the ground state wave function in terms of Eq. (3), with
the additional advantage to separate t2g and eg symmetry
states, as will be discussed below.

In this paper, I will discuss the validity of these approx-
imations with respect to the following aspects:

1. The similarities and differences between bulk transition
metal systems and coordination complexes.

2. The core hole effect and the final and initial state rules.
3. The role of the matrix elements.
4. The effect of multiplets and charge transfer.

2. Bulk transition metal systems and coordination complexes

In order to simplify the discussion, it is limited to binary
transition metal systems and coordination complexes with
single metal–ligand interactions. A difference between a
bulk systems, say Fe2O3 and a coordination complex, for
example (FeCl6)3� is that the oxygen ion is bound to more
than one iron ion. It thereby has to divide its bonding
properties to more than one metal ion. In (FeCl6)3� each
chlorine ion is bound to only one iron ion. In addition, a
bulk system has important effects from translation symme-
try with small unit cell parameters. Solid (FeCl6)3� systems
also have periodic unit cells, but the length scales and
thereby the orbital, spin, charge and magnetic correlations
will be different. From the calculation point of view this
favors reciprocal space calculations for bulk transition
metal oxides and real space calculations for coordination
complexes.

Despite these differences, the spectral shapes of both the
metal L edges and the ligand K edges show many similar-
ities in structure and behavior. A bulk transition metal
oxide can also be analyzed with Eq. (3). Often one starts
from the ionic limit assuming a divalent O2� ion [10].
The ground state configuration is 1s22s22p6 and the
1s! 2p channel is closed. The 2p-states will only be visible
in ligand K edge XAS due to covalent interaction that will



Fig. 1. Comparison between the oxygen p-projected DOS (solid) and the
experimental oxygen 1s XAS spectrum (points) of rutile TiO2 (experiment
digitized from Ref. [10], theory digitized from [11]).
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promote oxygen 2p character into the low-lying 3d, 4s and
4p empty states of the transition metal. Fig. 1 shows the
oxygen K edge of rutile TiO2. The first two peaks are
respectively the empty t2g and eg states of the 3d-band
and the second structure between 10 and 20 eV is related
to the titanium 4s- and 4p-bands. It was proposed that
the relative intensities of these respective bands yield the
amount of oxygen 2p-states in them. Thereby the spectrum
can be analyzed in the sense that there is approximately
equal amount of oxygen 2p character in the t2g band as
in the eg band. The eg band has four states versus six for
the t2g band and in addition its energy difference with the
oxygen 2p-band is larger. That its intensity is equivalent
is caused by the larger overlap between oxygen 2p-states
and eg states in (distorted) octahedral systems [10]. The
integrated area of the t2g and eg states together is similar
to the integrated area of the metal 4sp-band, where it is
assumed that matrix element effects as well as the contribu-
tion of oxygen 3p-states can be neglected (which is proba-
bly not correct). This implies that there is as much oxygen
2p–metal 3d as oxygen 2p–metal 4sp hybridization in case
of TiO2 systems. It has been shown that this 3d/4s ratio
decreases with the number of empty 3d-states using the for-
mal oxidation states. The ten 3d holes in TiO2 yield a ratio
close to 1.0, the seven holes in MnO2 a ratio of 0.6 and the
five holes in Fe2O3 a ratio of 0.25. This implies that the 3d
hybridization decreases faster than the 4sp hybridization,
which is caused by the relative localization of the 3d-states
in the late transition metal oxides [10].

3. The core hole effect and the final and initial state rules

The analysis of the ground state wave function parame-
ter b from an X-ray absorption spectrum is non-trivial
because the spectral shape is given by the final state, at least
according to the final state rule. In contrast, the initial state
rule states that the integrated intensity of the XAS spec-
trum relates to the number of holes in the initial state.
The initial state rule follows directly from Eq. (2), writing
the X-ray absorption process as an annihilation of a core
electron and the creation of an extra valence electron. Inte-
grating this equation over the complete edge and assuming
that the core state is 100% occupied in the initial state, one
finds that the integrated XAS spectrum yields the number
of holes in a valence band. For example, in case of an L
edge and assuming only 2p to 3d transitions, the integrated
line strength yields the occupation of the 3d-orbitals in the
ground state. In order to use the initial state rule for a par-
ticular band, one has to be able to distinguish it from other
bands. In case of empty states in the 3d-band one assumes
for metal L edges that the 2p! 3d channel yields a (multi-
ple peaked) white line-like spectrum, while all other chan-
nels including the 2p! 4s channel yield a step-like
background. This assumption is the basis used in the L
edge papers of the Solomon group, where a well-defined
uniform background subtraction procedure, in combina-
tion with high-quality data and normalization to a
known-example together yield a firm basis [9].

However, this is not the whole story. The final state rule
implies that the XAS spectral shape is determined by the
final state. This also implies that the density-of-states
(DOS), in other words the chemical bonding, has to be cal-
culated in the presence of a core hole. The core hole can
(and will) modify the a and b covalence parameters of
the empty orbitals and due to differences in localization,
this effect will be different for the 3d-states versus the 4s-
and 4p-states. In other words, with XAS one determines
the a* and b* covalence parameters of the final state and
it is important to investigate if and how these values are
transferable to the ground state.

The final state rule is, in contrast to the initial state rule,
not a firm physical law, but instead an empirical rule based
on the comparison between theory and experiment. Actu-
ally, there is much debate if the final state rule is correct
and in relation to this, how to calculate the final state
DOS. The present understanding of the final state rule is
very incomplete, but one can at least state one conclusion
that the final state rule (within a certain approximation)
does not yield uniform results for metals, insulators, corre-
lated (3d) systems and wide band systems. A typical core
hole effect on a wide band system is shown in Fig. 2. This
figure shows the silicon s-projected DOS of the valence
band of TiSi2. One observes a change of the spectral shape
with intensity shifting to the lower edge of the band [12].

The usual route to calculate the final state density of
states is to take a core electron out of the absorbing atom
and adding the electron to the valence band. For this situ-
ation the lowest energy distribution of electrons is then cal-
culated. In reciprocal space (band structure) calculations
this implies that the excited electron is, de facto, assumed
to be delocalized as far as it does not localize on the core
hole impurity. Sometimes the excited electron is not implic-
itly included in the valence band but assumed as a back-
ground charge [4]. Because in band structure calculations
one prefers the smallest possible unit cell, creating a unique



Fig. 2. Comparison between the silicon s-projected DOS in the ground
state (solid) and final state (gray area) of TiSi2 (digitized from Ref. [12]).

Fig. 3. Comparison between the experimental XAS spectra of the oxygen
K edge (top, left) and copper L edge (top, right) of Cu2O with the ground
state DOS (bottom) and the final state DOS (middle) (digitized from Ref.
[18]).
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core excited atom provides a problem. The solution is to
increase the unit cell until the core hole ions ‘do not affect
each other anymore’, at least not in a way that would be
visible in an XAS experiment. Assume the case of the sili-
con 1s core state. Instead of a silicon core and a 1s core
hole, one can replace this system with a phosphorus core
without a 1s core hole. This is the Z + 1 approximation.
Several calculations for oxide solids [13] as well as for mol-
ecules, for example C60 [14] show that the Z + 1 approxi-
mation yields results that are, within the accuracy of an
XAS experiment, very similar to the core excited supercell
calculations.

In some case, the core excited calculation and the Z + 1
calculation will fail. An example is the case of 3d9 CuII sys-
tems such as CuO, where in the final state the 3d-hole will
be filled. Within the Z + 1 approximation the calculation
implies a Zn impurity in CuO. This Zn impurity will keep
its 3d-band filled, implying that the calculated DOS will
start from the empty 4sp-bands. L edge XAS experiments
on CuII systems, both oxides [15] and coordination com-
plexes [16] clearly show a sharp white line related to the
3d-hole in the initial state. This discrepancy does not imply
that the final state rule is incorrect, it only implies that for
3d9 systems the final state rule cannot be calculated using
the Z + 1 approximation or a core excited calculation. A
more correct procedure to calculate the final state rule is
to perform a number of calculations for different final
states. Writing the ground state as 3d94s0, one should cal-
culate 2p53d104s0 final state and a 2p53d94s1 final state,
etc. For practical calculations, one could assume a single
peak for the 2p53d10 final state and perform a Z + 1 calcu-
lation for the remainder of the spectrum.

The final state calculations of the formally 3d10 copper
systems Cu metal (3d104s1) and Cu2O (3d104s2) demon-
strate two interesting situations. The WIEN2K band struc-
ture calculations of copper metal show that the best
simulation of the spectral shape is found for ‘a half core
hole’ [17]. The ground state calculation has a leading peak
that is too high. This peak is reduced too much in the full
core hole calculation. The half core hole calculation exactly
reproduces the experimental spectrum. The fact that the
half core hole reproduces experiment is sometimes con-
nected with the Slater transition rule. Another way of for-
mulating this finding is that the experiment combines a
ground state without core hole with a final state with a core
hole, where a half core hole is an intermediate situation
that apparently is best in simulating experiment. From
the discussion above on 3d9 systems, one could also con-
clude that a final state band structure calculation on copper
metal is essentially a Zn impurity in copper. A Zn impurity
will have its 3d-states completely filled and it is the 3d char-
acter states that contribute to the leading peak.

The situation regarding the formally 3d10 system Cu2O
is also interesting. Fig. 3 shows the oxygen K edge and
copper L edge spectra of Cu2O, compared with the
ground state projected DOS (bottom) and the final state
DOS as calculated from a Clogston–Wolff impurity model
[18]. One observes again that the core hole attracts the
DOS towards the edge. Looking at the oxygen/ligand K
edge one finds two similar spectra for the ground state
and final state, suggesting a similar hybridization for both
cases. An integration over the leading edge of the theoret-
ical oxygen K edges between 530 eV and 535 eV yields
that the final state integrated intensity is decreased by
10%. Potapov et al. [13] find a systematic decrease of
the final state integrated intensity in TiO2 and MnO. In
case of TiO2 the decrease over the 3d-band is approxi-
mately 30% (cf. Fig. 6a in Ref. [13]). Using the PARA-
TEC code we calculated the oxygen K edge in TiO2 and
found a decrease of the 3d-band region of 20% normalized
to the 4sp-band region [19]. The conclusion from these
numbers is that the integrated ligand intensity in the 3d-
band due to the core hole is decreased with respect to
the 4sp-band and the edge jump. It is expected that this
is caused by the localization of the oxygen 2p-states due
to the additional core hole potential, implying a lower
overlap with the 3d-states and a lower amount of ligand



Fig. 4. Comparison of the touching muffin-tin radii, overlapping ASA
radii and the small core state radius XR0.
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character in the 3d-band region. For the wave function
analysis this implies that the values determined from
XAS will be reduced with respect to the ground state.
The preliminary data available suggest a reduction of
10–20%, i.e. b2* � 0.8–0.9b2. If this reduction is consistent
for a series of similar systems, it can be corrected for by
using reference compounds. It is noted that also the crys-
tal field splitting is found to be consistently reduced by
�10% in L edge XAS with respect to the ground state
[20], indicating a reduced covalence.

The situation regarding SiO2 is different. The oxygen K
edge as well as the silicon L edge increase in intensity at the
white line by a factor of �3 [5]. The s- and p-empty states in
SiO2 are well delocalized yielding broad bands. The core
hole potential will have an effect similar to the situation
drawn for TiSi2 in Fig. 2 with a pile up of intensity at
the bottom of the band. Because these states are very delo-
calized the local DOS is similar at the oxygen and the sili-
con site.

4. The role of matrix elements

A related issue is the role of the matrix element that
describes the transition from core state to valence state. In
the analysis of copper–sulfur systems, Sarangi et al. [7,8]
find a large variation of the dipole integral, which could
be identified with the transition matrix element. The value
of Is varies by a factor of two and scales linearly with the
S 1s4p energy position. In band structure codes, the radial
matrix elements are also used. The analysis of Taillefumier
et al. [5] could be understood that if one calculates the core
excitation only in the region of space where the core state
resides, it is not necessary to include an additional matrix
element. The matrix element defines the dipole selection
and the fact that the transition is local, but for the remain-
der is a constant. The XAS intensity is derived only from the
local DOS, where local has to be understood as local only in
the area of the core state, defined as XR0 [5]. In this sense the
transition matrix element could better be described as a pro-
jection operator to the correct spatial area. In many other
band structure calculations one defines the local projected
DOS in an area defined by the muffin-tin radius or the
atomic sphere radius (ASA). With this definition an addi-
tional matrix element is needed to take care of the projec-
tion to the core state radius. Fig. 4 indicates the
interatomic distance, assuming equal sized atoms. The muf-
fin-tin radius is half the interatomic distance and the ASA
radius is the overlapping sphere because in the ASA
approximation the interstitial space is divided over the
atomic radii. The core state radius XR0 is smaller than the
muffin-tin radius. If the core state radius is used for the pro-
jection of the DOS, no additional matrix element is needed.

The molecular orbital picture as used to analyze the
ligand K pre-edge area uses essentially delocalized orbitals
for which the sulfur contribution is calculated with b2. The
radial extend of this sulfur 3p-orbital is wider than the core
state radius XR0 and to correct for the spatial extend of the
orbital, a dipole integral value Is is used. This dipole inte-
gral thus effectively corrects for the amount of b2 within
the radius XR0. Sarangi et al. [7,8] note that ‘It has been
shown using DFT calculations that an increase in positive
charge on the absorbing S atom leads to a linear increase in
the value of Is’ [21]. An increased positive charge on S
increases the amount of charge of the empty 3p-states
within the 3d-band in the core state radius XR0 of sulfur.
This localization effect thus increases b2 in the core excita-
tion area with respect to the remainder of the system. As
also noted by Sarangi et al. [7,8] this effect can be
accounted for by increasing the dipole integral Is. An alter-
native name for this integral could thus be something like
the (sulfur 3p) localization factor. X-ray absorption spectra
of the ligand site and the metal site thus both probe only a
small core state radius XR0 region around the respective
nuclei. The extrapolation to the complete delocalized
molecular orbitals is taken care of by the dipole integral/
localization factor. It would be very interesting to compare
the ground state and final state DOS results as a function
of the radius, changing it from below the core state radius
XR0 to values above the muffin-tin radius. Effectively this
yields the real space variations of the empty states and
understanding their behavior in detail would improve our
understanding of XAS spectra, implying a more detailed
and quantitative usage of XAS for applications.

5. The effect of multiplets and charge transfer

In case of metal L edges, multiplet effects and charge
transfer effects are further complicating the analysis [22–
24]. The wave function of the core hole interacts with the
valence holes and these atomic interactions turn out to be
essentially unscreened in the solid state. In addition to mul-
tiplet effects, metal L edges are subject to screening effects
that involve localized electron states. These screening
effects can be treated with the charge transfer model and
the combination of both effects has lead to the development
of the charge transfer multiplet (CTM) model. In case of
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X-ray absorption, charge transfer effects are only impor-
tant in systems with a high valence, which is beautifully
demonstrated by Sarangi et al for CuIII coordination com-
plexes [16] and Hu et al. for CuIII oxides [25,26].

In collaboration with Erik Wasinger and Rosalie Hock-
ing from Ed Solomon’s group, the CTM method has been
analyzed to derive the nature of the ground state, also in
order to compare it to the ground states used in DFT cal-
culations. In transition metal systems with only ligand to
metal charge transfer, it is sufficient to describe the initial
state as 3dn + 3dn+1L. A 3d5 low-spin ground state has five
t2g states filled (one empty) and all eg states empty. t2g-mix-
ing leads to a t6

2gL-configuration, which has one multiplet
state and eg-mixing leads to t5

2ge1
gL, which can have a

large range of multiplet states. It turns out that in case of
FeIII(tacn)2 the contribution of t2g-mixing is only a few
percent, versus 37% for eg-mixing [9].

In systems that contain significant ligand metal charge
transfer (LMCT) as well as metal ligand charge transfer
(MLCT), this has to be included explicitly. Fig. 5 shows
the combined mixing of 3d5 + 3d6L + 3d4L. The 3d6L con-
figuration takes care of the LMCT and 3d4L relates to
LMCT effects such as p-backbonding. The creation of a
2p core hole transfers the extra electron to the 3d-band,
which is essentially a charge conserving optical transition.
This implies that the ordering of states remains similar to
the ground state, where it is noticed that each 3dn configura-
tion consists of the full crystal field multiplet manifold. In
addition, the final state 2p53dn configurations contain the
effects of the 2p spin–orbit coupling and the 2p3d multiplet
effects. This methodology is able to describe p-bonding and
has been used to describe the L edge spectra of FeIII(CN)6

and FeII(CN)6 [27]. The use of a ground state that is a mix-
ture of 3d5 + 3d6L + 3d4L is also important for iron-heme
systems as was analyzed by Hocking et al. [28].
6. Concluding remarks

I hope that with this review on the usage of ligand K and
metal L edge XAS spectra, I have provided a number of
ideas in order to further develop the analysis methods as
derived by Ed Solomon and his coworkers. Several issues
regarding XAS spectra are not yet well understood. Matrix
elements play a role of transferring the empty states within
the core hole radius to the complete wave function. The
precise nature of core hole effects in various systems is, as
yet, not well understood. It would be useful to derive some
general rules to estimate core hole effects quantitatively.
The metal L edge spectra are nowadays well understood,
but a more direct link to ab initio DFT theory would be
important.
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