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Abstract: X-ray absorption spectroscopy has been utilized to obtain the L-edge multiplet spectra for a
series of non-heme ferric and ferrous complexes. Using these data, a methodology for determining the
total covalency and the differential orbital covalency (DOC), that is, differences in covalency in the different
symmetry sets of the d orbitals, has been developed. The integrated L-edge intensity is proportional to the
number of one-electron transition pathways to the unoccupied molecular orbitals as well as to the covalency
of the iron site, which reduces the total L-edge intensity and redistributes intensity, producing shake-up
satellites. Furthermore, differential orbital covalency leads to differences in intensity for the different symmetry
sets of orbitals and, thus, further modifies the experimental spectra. The ligand field multiplet model
commonly used to simulate L-edge spectra does not adequately reproduce the spectral features, especially
the charge transfer satellites. The inclusion of charge transfer states with differences in covalency gives
excellent fits to the data and experimental estimates of the different contributions of charge transfer shake-
up pathways to the t2g and eg symmetry orbitals. The resulting experimentally determined DOC is compared
to values calculated from density functional theory and used to understand chemical trends in high- and
low-spin ferrous and ferric complexes with different covalent environments. The utility of this method toward
problems in bioinorganic chemistry is discussed.

1. Introduction

X-ray absorption techniques have been used extensively to
develop electronic and geometric descriptions of metal sites.1,2

Specifically, extended X-ray absorption fine structure (EXAFS)
at the iron K-edge has been an ideal tool for the determination
of the local coordination environment at the iron site of a wide
range of metalloproteins,3-7 model complexes,8,9 minerals,10 and
other materials.11 Additional electronic information has been

gained through the analysis of the Fe K pre-edge region.12-14

The 1sf3d pre-edge is electric dipole forbidden, and thus its
intensity reflects the less efficient electric quadrupole mechanism
(∼102 < electric dipole). The pre-edge features can also gain
intensity through mixing with the electric dipole allowed 1sf4p
transition in a noncentrosymmetric environment. Thus, the
intensity of the iron K pre-edge reflects the amount of metal
4p character in the d-manifold due to a lower symmetry of the
iron site.13 This produces dn+1 final states for which electron-
electron repulsion and ligand field splittings result in a series
of multiplets that spread the pre-edge over several electronvolts.
This is an indirect method, however, for probing the detailed
electronic structure of the metal 3d orbitals.

The iron L-edge has been less utilized, although it can provide
more detailed electronic information. The 2pf3d L pre-edge
transition is electric dipole allowed and has approximately 10-
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fold higher intensity than the metal K pre-edge. Furthermore,
the resolution at the L-edge is 3-5 times better15 than the
∼1.4 eV resolution of the iron K-edge.16 The result is an intense,
feature-rich spectrum probing electronic states of primarily metal
3d character. Thus, the iron L-edge spectrum is better suited
for detailed analysis of the electronic composition of the d
orbitals in metalloproteins and model systems.

In a molecular orbital picture, the ground state of a metal
complex is described as a linear combination of metal and ligand
valence orbitals. The normalized ground-state wave function
may be written as

whereM3d are the metal 3d orbitals,Lnp are the ligand valence
p orbitals, andR2 reflects the covalency of the metal-ligand
interaction. As the L-edge excitation originates from a metal-
centered 2p orbital, only transitions to the metal-centered
component of the ground state wave function have intensity.
Thus, the metal L pre-edge transition probes the metal 3d
manifold, and the integrated intensity of the L-edge X-ray
absorption spectrum can be directly related to the covalency
(1 - R2) of the partially and/or fully unoccupied d orbitals in
a metal complex. This methodology has previously been used
to experimentally determine the covalency of the Cu-ligand
bonds in certain blue copper17 and CuA proteins18 and model
complexes, which are missing a single electron in an otherwise
filled d manifold.19-21 For iron complexes, this methodology
is complicated by the fact that there are 4 or 5 unoccupied or
half-occupied d orbitals for Fe(II) and Fe(III), respectively. In
a ligand field, the d orbitals split into symmetry sets of orbitals
that have differing covalencies. The integrated intensity thus
reflects the sum of the covalencies for the different partially
occupied d orbitals (e.g., t2g and eg sets inOh).

Besides the multiple unoccupied orbitals with differing
covalencies, there are a number of multiplet and shake-up states
in the FeII or FeIII L-edge that further complicate the experi-
mental spectrum. As in systems with a singly unoccupied 3d
valence orbital such as copper, the primary effect in the L-edge
spectrum is due to the coupling of the spin and angular
momentum of the 2p core hole in the excited state. This 2p
spin-orbit coupling (λL‚S) splits the L-edge into two features,
the lower energy L3-edge corresponding to the 2p3/2 final state,
and the L2-edge corresponding to the 2p1/2 final state at3/2*λL‚S

(12.4 eV for iron) higher in energy. For iron complexes with
multiple holes in the ground state, additional effects including
the dn+1 final state electron repulsion and ligand field splitting,

the d-p electron repulsion, and the spin-orbit coupling of the
3d orbitals also modify the spectrum, spreading the FeII or FeIII

L-edge over an energy range of∼20 eV. An L-edge ligand field
multiplet model has been developed by Thole and co-workers
to allow a quantitative determination of these states and provide
a basic understanding of the multiplet structure in an L-edge
spectrum.22-24

However, as seen below, application of the ligand field
theory-multiplet model does not provide an adequate fit to the
L-edge spectra of many iron complexes. The model accounts
for covalency only in terms of an atomic Slater integral reduction
parameter,κ, comparable to the nephelauxetic effect,â, used
in optical spectroscopy. In most cases, ligand-to-metal charge
transfer (LMCT) satellite features, which are not included in
the ligand field model, are also apparent in the L-edge spectrum.
Extension of the multiplet model to include charge transfer (CT)
allows for analysis of the L-edge spectrum with covalency
included as a consequence of LMCT.25,26 Application of this
charge transfer multiplet model results in simulated intensity
in the CT region and a better fit to the data. When the charge
transfer model is used to simulate the experimental multiplet
spectrum and adapted to include differential orbital covalency
(DOC), defined here as the difference in the metal d character
of the t2g and eg orbitals, a detailed fit to the L-edge spectrum
can be obtained, allowing for the analysis of previously
inaccessible highly covalent sites.

In this study, the ligand field multiplet model has been applied
to a series of ferric and ferrous non-heme iron complexes.27 In
most ferric cases, this model does not adequately reproduce the
spectral features, especially with respect to charge-transfer
satellite features∼5 eV above the main L3-edge multiplets. The
application of the charge transfer model is therefore required
to fit the L-edge spectra of these complexes. The results of the
fit are used in a projection method developed below, wherein
the ground state wave functions used to simulate the L-edge
spectrum are projected into a set of final states for which
multiplet effects have been eliminated. This allows for a direct
measurement of the different contributions of LMCT pathways
to the t2g and eg symmetry subsets of the d manifold and,
therefore, the DOC. The resulting experimentally determined
DOC is compared with theoretically calculated values from
density functional theory and chemical trends over a series of
high- and low-spin ferric and ferrous complexes. The utility of
this method toward problems in bioinorganic chemistry is
discussed.

2. Experimental Procedures
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conductive graphite tape attached to a copper paddle. The paddle was
affixed to a rotary stage and inserted into the experimental chamber
aligned at 45° to the incident beam. For all air-sensitive samples,
samples were applied to the adhesive tape on the copper paddle in an
oxygen free (<1 ppm) glovebox, and the paddle was affixed to the
rotary stage in an N2-purged glovebag immediately before insertion
into the sample chamber.

2.2. XAS Data Collection.X-ray absorption spectra were recorded
at the Stanford Synchrotron Radiation Laboratory on the 31-pole wiggler
beam line 10-1 under ring operating conditions of 50-100 mA and 3
GeV. The radiation was monochromatized using a spherical grating
monochromator set at 1000 lines/mm and 20µm entrance and exit slits.
Sample measurement was performed using total electron yield mode
where the sample signal (I1) was collected with a Galileo 4716
channeltron electron multiplier aligned to 45° relative to the copper
paddle and 90° to the incident beam. The signal was flux normalized
(I1/I0) by the photocurrent of a gold-grid reference monitor (I0). Data
for all samples were recorded in a sample chamber maintained at
<1 × 10-5 Torr, isolated from the UHV beam line by a 1000 Å
diamond window. The photon energy was two-point calibrated using
Fe2O3 as a reference prior to and after collecting data from each sample,
aligning the maximum intensity of the Fe2O3 L3-edge to 708.5 eV and
the lower-energy L2 feature to 720.1 eV. The variance in the calibration
energies prior to and after each sample was used to linearly shift the
experimental spectra between calibration scans. In all cases, the
maximum calibration shift between Fe2O3 scans before and after sample
data collection wase0.4 eV. A number of scans (typically 4-6) were
collected at room temperature for each sample to monitor spectrum
reproducibility. Data were collected over the energy range 670-830
eV to adequately normalize each data set after the maximum of the 2p
photoabsorption cross-section.

2.3. XAS Multiplet Calculations. Atomic multiplet calculations
were performed using the software suite developed by R. D. Cowan
and co-workers35 and modified by B. T. Thole. The atomic Hamiltonian
can be written in the form

Have is the average energy of the configuration and contains the kinetic
term and the interactions of the electrons with the nucleus;Hls represents
the spin-orbit coupling of the electrons; andHee is the electron-
electron interaction term, whose solutions produce the well-known
Slater-Condon-Shortley parametersFi (ground and excited states) and
Gi (excited-state only). A Hartree-Fock calculation is performed to
calculate radial wave functions that are integrated to produce the radial
part of the matrix elements. Coefficient matrices for atomic symmetry
are then computed, reading the atomic parameter values and calculating
and diagonalizing the energy matrices to obtain energy levels and
eigenvectors denoted by atomic term symbols of the form2S+1LJ.

The ligand field multiplet (LFM) model extends the atomic Hamil-
tonian with an electrostatic field surrounding the metal center. The

potential field is treated as a perturbation (HLF) on the atomic
Hamiltonian and serves to split or branch the atomic configurations
(as developed by Butler).36

For the LFM section of this study, the Slater-Condon-Shortley
parameters (allFi andGi) are first reduced to 80% of the Hartre-Fock
calculated values to account for the excessive electron-electron
repulsion found in these calculations of the free ion, further reduced
according to literature values ofâ for the complexes, and finally
modified in a stepwise manner from this starting point to find a best
simulation. Similarly, 10Dq is set initially to literature values and
modified in a stepwise manner to obtain the best simulation of the
data.

Charge transfer effects have been included as an additional perturba-
tion to the Hamiltonian26 in such cases that the LFM model is
insufficient to simulate the data. The LFM model uses a single
configuration for which the effective atomic and ligand field Hamil-
tonians are solved:

Charge transfer effects associated with covalency (Vida infra) are
included by adding a second configuration to the XAS ground (and
final) state at an energy∆ (and∆′) above the first configuration.

The two initial (and final) state configurations are coupled by
configuration interaction, governed by the mixing parameterT. Thus,
for the ground state

whereh is the molecular Hamiltonian.
This charge transfer mixing leads to the presence of satellite features

in L-edge XAS spectra. The intensities of the multiplet features are
given by the one-electron electric dipole allowed pfd transition
probability contained in each many-electron wave function. This
intensity is then redistributed over the main peak and the satellite final
states. The intensities of the main and satellite peaks are then
proportional to (R1R2 + â1â2)2 and (R1â2 - â1R2)2, respectively, where
the bonding ground state (ΨGS,B) wave function and bonding and
antibonding excited state (ΨES,B and ΨES,AB) wave functions can be
written as

The main XAS features correspond to theΨGS,Bf ΨES,B transitions
and the satellite peaks correspond to theΨGS,Bf ΨES,AB transitions.

The absolute transition intensities cannot be quantitatively estimated
from either the calculation or the experiment. Therefore, to directly
compare experimental and theoretical spectral intensities, the simulated
spectra are renormalized to correlate to the experimental data. For the
ligand field simulations, which do not include covalency explicitly,
the simulated spectrum is renormalized to a total integrated intensity
of 100% metal d contribution to the wave function, based on the
integrated intensity of (and thus metal d contribution to) the experi-
mental spectrum. For the isotropic and differential orbital covalency
simulations, the simulated intensity has been renormalized to match
the integrated intensity of the experimental spectrum, since the charge
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transfer multiplet model used for these simulations does include
covalency in terms of the charge transfer configurations 3dn+1L.

2.4. Density Functional Calculations.Molecular orbital calculations
were based on approximate density functional theory (DFT) using the
Amsterdam density functional computational package (ADF, version
2000).37,38All DFT calculations were performed using the local density
approximation (LDA) parametrization of Vosko, Wilk, and Nussair39

with nonlocal gradient corrections of Becke40-42 and Perdew43,44added
self-consistently. The frozen core approximation was used for the 1s
orbitals of second row elements and for the 1s, 2s, and 2p orbitals of
chlorine and iron. All valence orbitals were described using triple-ú
Slater type orbital (STO) basis functions (basis set IV). Spin-unrestricted
calculations were refined with a numerical integration precision of 5.0
and to a final gradient of no greater than 10-6 au. Orbital contributions
to calculated molecular orbitals are reported as Mulliken populations
to the nearest 0.1%.

3. Results

Most iron L-edge studies to date have recorded data over a
limited energy range, typically ending around 730 eV.24,45-49

While this is adequate to describe the 2pf3d pre-edge multiplet
features, normalization of the data for quantitative comparison
of intensities requires the spectral region to be extended beyond
the delayed 2p absorption maximum at∼740 eV. Thus, the data
presented here have been recorded from 670 to 830 eV. From
the averaged raw data, a linear background was fit to the pre-
edge region (<700 eV) and subtracted from the entire spectrum.
Normalization of the data was accomplished by fitting a straight
line to the postedge region (770-830 eV) and normalizing the
edge jump to 1.0 at 830 eV. Two arctangent functions were
used to model the 2p3/2fcontinuum and 2p1/2fcontinuum
ionization edges. The slope of each of the arctangents was
determined by fitting the experimental 2p absorption cross
section50 to an arctangent function with varied amplitude and
slope. The two arctangents were separated in energy by3/2*λL‚S

(12.4 eV) and fixed with an intensity ratio of 2:1 for the L3-
and L2-edge, respectively. The absolute energy of the arctangent
modeling the L3-edge was determined from a critical evaluation
of calibrated XPS data on complexes of similar oxidation and
spin states to the sample of interest.51-54 For high-spin ferric
and ferrous complexes, the L3 arctangents were centered at 713.6

and 710.8 eV, respectively, whereas, for low-spin ferric and
ferrous complexes, they were centered at 709.9 and 708.5 eV,
respectively. Subtracting the arctangents from the data results
in normalized 2pfΨ* multiplet spectra without intensity
contributions from the ionization edges. The integrated intensity
(over the range 700-730 eV) of the resulting multiplet spectra
was thus used to quantitatively evaluate the d-orbital character
in the ground state wave functions.

Several characteristic features are clearly visible among the
representative L-edge spectra shown in Figure 1. The data from
high-spin ferric octahedral complexes (Figure 1A) are similar
to those previously published for monomeric and dimeric high-
spin ferric complexes,55,56characterized by two strong features
in the L3-edge at∼707 and∼709 eV, followed by small
multiplet and satellite features (710-715 eV) and two relatively
weak features in the L2-edge (719-725 eV). It should be noted
that an additional feature appears at 714 eV of the L3-edge in
the octahedral [FeCl6]3- complex (Figure 1A, solid line) that
does not appear in the other ferric high-spin octahedral
complexes. Similar to previously published data,56 the [FeCl4]-

complex (Figure 1B) exhibits a single strong L3 feature at 708
eV and smaller multiplet/satellite features from 710 to 715 eV,
followed by the L2-edge consisting of two features at 720 and
722 eV split to a smaller degree than in the high-spin ferricOh

case. A somewhat sharp feature at∼713 eV is also observed,
similar to the 714 eV feature in the [FeCl6]3- complex. For
high-spin ferrous complexes, only subtle differences are ob-
served between the octahedral ([FeCl6],4- Figure 1C) and
tetrahedral ([FeCl4]2-, Figure 1D) model complexes: the
multiplet features to the high-energy side of the L3 peak (from
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S., Ed.; E. Horwood Ltd.: New York, 1991; pp 659-661.

Figure 1. L-edge multiplets and integrated intensities for selected
complexes: (A) [FeCl6]3- (s) and Fe(acac)3 (- - -); (B) [FeCl4]-; (C)
[FeCl6]4-; (D) [FeCl4]2-; (E) [Fe(tacn)2]3+; (F) [Fe(tacn)2]2+.
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718 to 720 eV) are slightly perturbed relative to one another,
and there is a minor difference in intensity in the low-energy
shoulder found on the L2 peak at 718 eV. The high-spin ferrous
complexes are, however, quite different in comparison to the
corresponding high-spin ferric complexes. Most striking is the
lack of a second, high-intensity feature in the L3-edge of
[FeCl6]4- relative to the ferric complex, reflecting a decrease
in multiplet splitting, likely due to the reduced ligand field
strength and lowered covalency of the complex (Vide infra).
Comparing the ferric and ferrous tetrahedral chloride complexes
(Figure 1B and D, respectively), a redistribution of intensity is
clearly evident. The ferrous complex lacks the sharp absorption
feature at∼713 eV of the ferric complex, and the L2 multiplet
features are spread relative to those of the ferric complex.

Ferric and ferrous low-spinσ-donor complexes with simple
ligands are markedly different from each other and from their
high-spin counterparts. The L3-edge of [Fe(tacn)2]3+, a low-
spin ferric complex (Figure 1E) is dominated by a strong, sharp
absorption at∼706 eV corresponding to a transition to the single
half-occupied orbital of t2g symmetry (a (t2g)6 final state) in the
d-manifold and a broader, more intense feature to higher energy
from 707 to 712 eV from the t2g

5eg
1 excited-state multiplets.

The feature corresponding to the t2 hole in the L2-edge at 718
eV is significantly diminished in amplitude relative to the L3 t2
feature, followed by a single broad L2 absorption envelope from
720 to 725 eV. Alternatively, low-spin ferrous complexes lack
the electron-hole in the t2g orbitals. Thus, the L3- and L2-edges
of [Fe(tacn)2]2+ (Figure 1F) exhibit only a single strong
absorption band at∼707 and 720 eV, respectively, followed
by a smaller multiplet peak separated by∼1-2 eV. This is
similar to a previously published data57 for a mixed ligand low-
spin ferrous system.

The integrated intensities for specific complexes (Figure 1
and Figures S1-S3, Supporting Information) are given in the
first column of Table 1. In general, ferrous complexes exhibit
a lower overall intensity than the corresponding ferric com-
plexes. The L-edge spectrum of [FeCl6]3- has a total integrated
intensity of 53.1 units, quite similar to those of Fe(acac)3 and
[FeCl4]- with 52.2 and 50.5 units of integrated intensity,
respectively. The ferrousOh and Td chloride complexes have
only 44.7 and 43.9 units of integrated intensity, respectively.
The low-spin octahedral [Fe(tacn)2]2/3+ complexes exhibit
L-edge spectra with a much lower intensity than octahedral high-
spin complexes of the same oxidation state. The intensity
maximum in the spectrum of [Fe(tacn)2]3+ (Figure 1E) is much
lower than that of [FeCl6]3- (Figure 1A) with a correspondingly

decreased integrated intensity of 40.6 normalized units. [Fe-
(tacn)2]2+ (Figure 1F) has an integrated intensity of 37.4 units,
significantly less than that of [FeCl6]4- (Figure 1C) but similar
to that of [Fe(tacn)2]3+.

4. Analysis

4.1. Total Covalency. The metal L-edge spectrum may
consist of transitions from the metal 2p orbital to any of the
metal valence 3d, 4s, and 4p orbitals. However, from the metal
2p orbitals, only the metal 3d and 4s orbitals are accessible by
electric dipole allowed transitions. Furthermore, the 2pf4s
transition is∼20-fold lower in intensity and consequently can
be neglected. Hence, only the 2pf3d contribution to the metal
L pre-edge needs to be considered for complexes of most first-
transition row elements. Covalent mixing of the 3d orbitals with
the ligand np orbitals will decrease the amount of iron 3d
character in each of the allowed final state wave functions
(1 - R2 in eq 1.1) and thus proportionally decrease the electric-
dipole intensity for each multiplet transition. Multiplet effects
distribute the L-edge spectral transitions across a range of∼20
eV, where each transition consists of varying amounts of metal
3d and ligandnp character. The total metal L-pre-edge transition
intensity therefore is proportional to the amount of metal d
character summed over the different final state wave functions.
The metal 3d character obtained from independent spectroscopic
methods can then be used to calibrate the integrated intensity
from Fe L-edge XAS. Ferric tetrachloride has been extensively
studied; the covalency of the metal-ligand bond has been
determined from the ligand K-edge XAS spectrum58 and
corresponds to 80.2% metal d character averaged over the five
half-occupied 3d orbitals. Thus we can calibrate 80.2% metal
d character to 50.5 units of L-edge intensity (Table 1) or∼1.6%
metal d character per unit of L-edge intensity in each of the
five half-occupied d orbitals and a total covalency of 7.9% metal
d-character. This correlates well with past Cu L-edge results17

that found a total of 7.2% Cu 3d character per unit of L-edge
intensity, where the small difference in transition probability
reflects the difference in effective nuclear charge of FeIII versus
CuII.

Using the known covalency58 and the integrated L-edge
intensity of [FeCl4]-, the integrated intensities of other ferric
complexes (Table 1, data column 1) could be used to experi-
mentally determine their covalency averaged over the half- or
unoccupied d orbitals. The metal d character in the partially
occupied antibonding “d” orbitals is found to be 85% for
[FeCl6]3-, 83% for Fe(acac)3, 84% for [Fe(ox)3]3-, and 82%

(57) Cartier dit Moulin, C.; Rudolf, P.; Flank, A.-M.; Chen, C.-T.J. Phys. Chem.
1992, 96, 6196-6198.

(58) Shadle, S. E.; Hedman, B.; Hodgson, K. O.; Solomon, E. I.J. Am. Chem.
Soc.1995, 117, 2259-2272.

Table 1. Summary of L-edge Integrated Intensities, DOC Simulation Results, and Molecular Orbital Calculations

L-edge covalency DFT (BP86)

intensity avg 〈dN〉 Fe (t2) Fe (e) DOC avg Fe (t2) Fe (e) DOC

[FeCl4]- FeIII hsTd 50.5 81 4.05 76 89 -13 71 68 77 -9
[FeCl6]3- FeIII hsOh 53.1 85 4.25 95 70 25 76 85 64 21
[FeCl4]2- FeII hsTd 43.9 90 5.40 87 93 -6 86 84 89 -5
[FeCl6]4- FeII hsOh 44.7 92 5.52 96 88 8 88 94 83 11
Fe(acac)3 FeIII hsOh 52.2 83 4.15 90 73 17 77 83 68 15
[Fe(ox)3]3- FeIII hsOh 52.3 84 4.20 90 76 14 78 83 72 11
[Fe(ida)2]- FeIII hsOh 51.2 82 4.10 88 72 16 77 83 68 15
[Fe(tacn)2]3+ FeIII ls Oh 40.6 70 3.50 99 63 36 68 93 62 31
[Fe(tacn)2]2+ FeII ls Oh 37.4 72 4.32 72 0 71 71 0
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for [Fe(ida)2]- indicating a significant ligand p covalent mixing
for each of these high-spin ferric complexes. Similarly, the
average covalency over the partially occupied t2 and unoccupied
e orbitals of the ferric low-spinσ-donor [Fe(tacn)2]3+ complex
is determined to be 70% metal d character.

Ligand K-edge XAS can also be used to independently
determine the covalency in [FeCl6]3-. This ferric Oh chloride
is found to have 17% ((1%) ligand p character (Figure S4,
Supporting Information) and therefore 83% metal d character.
Thus the L-edge methodology is in good agreement with
previously established methods for quantitatively determining
metal-ligand covalency in model systems.

In addition to covalency, the transition probability is propor-
tional to the number of one-electron XAS transition pathways,
which is equivalent to the number of unoccupied one-electron
(spin-unrestricted) orbitals in the metal 3d manifold. For ferrous
systems, the additional electron in the d-manifold must be
accounted for when quantitatively determining the covalency
of the complex. Thus, while the measured experimental intensity
is lower for ferrous complexes as compared to the ferric
analogues, the intensity should be renormalized by a factor of
5/4 to account for the loss of one pathway due to the additional
electron. Using this methodology, the experimentally determined
covalencies of [FeCl4]2-, [FeCl6],4- and [Fe(tacn)2]2+ are 90%,
92%, and 72%, respectively, as summarized in Table 1, column
2. As with the ferric complexes, the accuracy of the L-edge
methodology was further evaluated against ligand K-edge XAS
results for the [FeCl4]2- complex58 that determined (9% Cl 3p)
the metal d component of its wave function to be 90%, in good
agreement with the metal L-edge analysis.

Several striking observations emerge from the experimental
covalencies in Table 1. First, the metal d character of each of
the ferric high-spin complexes is reduced by∼8% relative to
the equivalent ferrous complex. From molecular orbital theory,
the deeper binding energy of the d orbitals of the ferric
complexes allows greater bonding interactions with the ligand
p orbitals and thus results in increased covalent mixing. The
covalent mixing of the low-spin ferric and ferrous complexes,
while similar to each other, is dramatically increased relative
to the high-spin complexes of the same state. The high-spin
ferric complexes have three transitions to the t2 orbitals and
two transitions to the e levels, whereas the low-spin ferric
complex has only one transition to the t2 but four to the e set.
Since the e orbitals are ligand directed and involved inσ*
bonding, whereas the t2 are involved in π* bonding, the
increased covalency of the low-spin system reflects the increased
contribution to the metal L-pre-edge from the greater mixing
of the metal e orbitals with the ligands. For high-spin ferrous
complexes, the pre-edge intensity reflects contributions from
two transitions to both the t2 and e levels. Low-spin ferrous
complexes have four transitions to the e level and none to the
t2 levels. Again, theσ* nature of the e orbitals leads to a higher
total covalency in the low-spin ferrous complexes. Finally, the
difference in covalency between octahedral and tetrahedral
complexes of a given oxidation state is quite small, 85% versus
81%, respectively, for ferric chlorides, and 92% versus 90%,
respectively, for ferrous chlorides. This will be discussed in
section 5.

4.2. Ligand Field Multiplet Fits of Spectra. Ligand field
multiplet simulations of the L-edge spectra for [FeCl6]3-,

[FeCl6],4- [Fe(tacn)2]3+, and [Fe(tacn)2]2+ are shown in Figures
2-5. Spectra were simulated treating the ligand field strength,
10Dq, and the Coulomb repulsion energies,F2, F4, G1, andG3,
as variables. The covalent reduction parametersâ for the
Coulomb repulsion terms are reported for comparison with
literature values. The ligand field simulations do not include
covalency, except through the reduction of electron-electron
repulsion. Therefore, the valence orbitals have pure metal
d-orbital character, and the integrated intensity of the simulated
spectra correspond to this ionic limit in each case. Furthermore,
each simulation was convoluted with a Gaussian function (σ )
0.2 eV) representing instrumental resolution broadening, as well
as a Lorentzian function for each of the L3- and the L2-edges
(Γ1 ) 0.2 eV andΓ2 ) 0.4 eV, respectively) representing the
core-hole lifetime, which is different for each pre-edge.

The spectrum of [FeCl6]3- was best simulated with a
10Dq ) 1.2 eV andâ ) 55%, in reasonable agreement with
optical spectroscopy (10Dq ) 1.4 eV, â ) 55%).59 The best
ligand field multiplet simulation of [FeCl6]3- qualitatively
reflects the main features of the L-edge spectrum reasonably
well (Figure 2A). The main L3-edge shape is reproduced,
including a lower-energy peak at 707 eV and the L2-edge clearly
consists of two absorption envelopes. However, the simulation

(59) Yamatera, H.; Kato, A.Bull. Chem. Soc. Jpn.1968, 41, 2220.

Figure 2. Ligand field multiplet (A), isotropic covalency (B), and DOC
(C) simulations of [FeCl6]3-. Note the difference in simulated intensity in
panel A versus panels B and C.
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fails to reproduce the intensity of the CT region (712-716 eV)
of the spectrum and significantly overestimates the main L3

(708-712) and L2 intensity (719-725 eV).
The best simulation of the ferric tetrahedral complex [FeCl4]-

was obtained (Figure S1A) using parameters of 10Dq )
-0.7 eV andâ ) 60%. This is in reasonable agreement with
UV-vis absorption data, which found 10Dq ) -0.81 eV and
â ) 40%;60 however, the simulation is clearly not an adequate
fit to the data. Again, the CT region of the spectrum (716-720
eV) is not well reproduced by the ligand field model, and the
L3- and L2-edge intensity are overestimated.

The best ligand field multiplet simulation of [FeCl6]4- gave
â ) 86% and 10Dq ) 0.6 eV and reproduces the spectrum
extremely well (Figure 3A). The energy of the main absorption
peak and three higher-energy shoulders of the L3-edge as well
as the primary peak and high-energy shoulder of the L2-edge
are well fit. While the low-energy shoulder of the L2-edge is
somewhat broadened relative to the data, it has been shown
that individual multiplet lines are broadened to varying de-
grees,61 and this may be the cause of the small discrepancy in
the fit. Unlike theOh ferric case, the intensities of the simulated
L3- and L2-edges correctly reproduce the data.

The best simulation of the ferrous tetrahedral complex
[FeCl4]2- is shown in Figure S2A with parameters of 10Dq )
-0.4 eV andâ ) 85%, in reasonable agreement with UV-vis
absorption data, which found 10Dq ) -0.51 eV andâ ) 87%.62

Overall, the spectrum is quite well reproduced by the simulation.
Energy splittings and most intensity envelopes are mimicked
very well, with only a slight overestimation of the intensity in
the L3-edge at 712 eV and in the L2-edge between 721 and
723 eV.

The simulation of the low-spin [Fe(tacn)2]3+ complex (Figure
4A) with 10Dq ) 2.50 eV andâ ) 65% is in good agreement
with optical data (10Dq ) 2.6 eV andâ ) 59%).33,63In general,
the energy splittings are found to be in reasonable agreement
between the multiplet simulation and the data (Figure 4A).
However, the simulation significantly overestimates the intensity
of all of the L3 and L2 pre-edge features. Notably, the closest
match between the simulated spectrum and the data occurs in
the feature at 706 eV, attributed to the lone half-occupied t2g

orbital in the (t2g)5(eg)0 ferric ground state ion. The difference
in overestimation of intensity in the simulation between the
feature at 706 eV and the multiplets at 707-714 eV is indicative

(60) Deaton, J. C.; Gebhard, M. S.; Solomon, E. I.J. Am. Chem. Soc.1989, 28,
877-889.

(61) Okada, K.; Kotani, A.; Ogasawara, H.; Seino, Y.; Thole, B. T.Phys. ReV.
B. 1993, 47, 6203-6206.

(62) Furlani, C.; Cervone, E.; Valenti, V.J. Inorg. Nuc. Chem.1963, 25, 159-
163.

(63) Wieghardt, K.; Ku¨ppers, H.-J.; Weiss, J.Inorg. Chem.1985, 24, 3067-
3071.

Figure 3. Ligand field multiplet (A), isotropic covalency (B), and DOC
(C) simulations of [FeCl6]4-.

Figure 4. Ligand field multiplet (A), isotropic covalency (B), and DOC
(C) simulations of [Fe(tacn)2]3+. Note the difference in simulated intensity
in each panel.
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of the covalency differences of the individual d orbitals that
contribute to the multiplets, and the mismatch in simulated
intensity to the data indicates the inadequacy of the ligand field
multiplet method to model the ground state wave function of
[Fe(tacn)2]3+.

As shown in Figure 5A, the data of [Fe(tacn)2]2+ can be
reasonably simulated using the ligand field multiplet method
with parameters 10Dq ) 2.1 eV andâ ) 80%. Analysis of
UV-vis absorption data33,63 found 10Dq ) 2.35 eV which
compares well with the value of 2.1 eV found here. However,
the â value of 80% is somewhat higher than that determined
from UV-vis absorption (â ) 61%). The energy splittings of
the simulated features reproduce the experimental spectrum very
well. The simulated spectrum does not correctly estimate the
experimental intensity, however.

In general, the ligand field multiplet simulations reproduce
the multiplet pattern of the experimental spectra for the ferrous
complexes reasonably well. In the case of the high-spin FeCl6

4-

complex, the experimental total intensity is also well fit by the
ligand field simulation. For the low-spin [Fe(tacn)2]2+ complex,
however, the intensity is significantly overestimated by the
calculated spectrum. From section 1, the covalency of the ferrous
site is quite low for the high-spin complex (92% d orbital
character) but is relatively high (72% d orbital character) in the

case of the low-spin ferrous complex. Thus, the reduction in
the Slater integrals and the resulting compression of the multiplet
spectrum successfully model the high-spin ferrous data but do
not successfully reproduce the low-spin [Fe(tacn)2]2+. Moreover,
the model breaks down for both low- and high-spin ferric
complexes. In addition to the significantly overestimated total
intensity in both pre-edges of the simulated spectra for the high-
spin [FeCl4]- and [FeCl6]3- complexes, the CT satellite region
of the calculated spectrum lacks intensity. For the low-spin
[Fe(tacn)2]3+ complex, while the energies of the multiplets are
reasonable, the total intensity for each L-edge is significantly
overestimated, the overestimation is not constant throughout a
given edge, and the intensities are not reproduced in the CT
region. From the total intensities in Table 1, the ferric complexes
are more covalent than their ferrous counterparts. In these cases
where the covalency is high and where CT satellite bands are
observed, and in the case of low-spin ferric complexes where
the covalencies of the t2g and eg orbitals are expected to be quite
dissimilar, the inclusion of separate t2g and eg covalency effects
into the multiplet calculation is necessary.

4.3. Covalency Fits of Spectra.In the ligand field multiplet
model, the ground state is approximated by a single electronic
configuration dn.64 Including charge transfer allows for mixing
of the metal valence d orbitals with ligand valence p orbitals
and therefore necessitates multiple configurations. The charge
transfer multiplet model adds a dn+1L configuration to the single
configuration dn ground state of the ligand field model. The
lowest energy dn+1L configuration is set at an energy∆GS above
the lowest energy dn configuration, and the two states are
coupled by configuration interaction, represented by the covalent
mixing termT,

whereh is the molecular Hamiltonian andT is proportional to
metal-ligand overlap. In the case of a two-state system, the
ground state interaction matrix and its solutions are

Similarly, the bonding (ΨES,B) and antibonding (ΨES,AB) charge
transfer solutions for the XAS excited states may be written as

where the charge transfer configuration in the excited state is
at an energy∆′ () ∆GS + U - Q, whereU is the 3d-3d
electron correlation andQ is the 2p-3d correlation) above the
ground configuration, and the interaction parameters (T) are
approximated as equivalent in the ground and excited states.64

The resulting L-edge spectrum consists of a main absorption
feature followed by a small satellite feature to higher energy.

In the case of a dn system, where multiple electronic states
can contribute to the ground state of the system, multiple satellite

(64) de Groot, F. M. F.Chem. ReV. 2001, 101, 1779-1808.

Figure 5. Ligand field multiplet (A), isotropic covalency (B), and DOC
(C) simulations of [Fe(tacn)2]2+. Note the difference in simulated intensity
in panel A versus panels B and C.

T ) 〈3dn|h|3dn+1L〉

H ) |0 T
T ∆GS

|
ΨGS,B ) R1|3dn〉 + â1|3dn+1L〉

ΨGS,AB ) â1|3dn〉 - R1|3dn+1L〉 (4.1)

ΨES,B ) R2|c3dn+1〉 + â2|c3dn+2L〉

ΨES,AB ) â2|c3dn+1〉 - R2|c3dn+2L〉
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features are possible, modifying the multiplet spectrum beyond
the compression of multiplets found by reducing the Slater
integrals as in section 1. The additional electronic states within
the dn+1L configuration reduce the effective∆ for the higher
lying states and thus compress the multiplet spectrum.64

Furthermore, the addition of the dn+1L configuration in the
ground state and thecdn+2L configuration in the excited state
produces additional shake-up intensity to the high-energy side
of the L3- and L2-edges. Using charge transfer multiplet theory,
simulations of the spectra have been obtained that explicitly
include isotropic covalency where the interaction terms between
the metal and the ligands are equal for all d orbitals.

4.3.1. Isotropic Covalency.In the case of [FeCl6]3-, the
charge transfer multiplet calculation with isotropic covalency
(∆GS ) 0.1 eV andT ) 1.15 eV) greatly modifies the simulated
spectrum (Figure 2B). There is a reduction in total intensity
due to covalency, and significant intensity has been redistributed
to higher energy (713 to 717 eV) relative to the ligand field
simulation in Figure 2A. However, the intensity of the low-
energy L3 peak (707 eV) is underestimated and not well fit.
The L2-edge is well simulated with two features correctly
separated in energy and with the correct intensity distribution.

The isotropic covalency simulation of the ferrous octahedral
high-spin [FeCl6]4- complex faithfully reproduces the data with
parameters of∆GS ) 3.0 eV andT ) 0.6 eV (Figure 3B). The
L-edge absorption features are well modeled in energy and
intensity. However, the simulation is not greatly improved
relative to the ligand field multiplet fit without charge transfer
included (Figure 3A); the total intensity is only slightly reduced,
and little intensity is redistributed to higher energy. This is
consistent with a ferrous ion that is mainly ionic in character
as found in section 1.

Using the charge-transfer model with isotropic covalency to
simulate the data of low-spin [Fe(tacn)2]3+ results in a larger
intensity redistribution of intensity (Figure 4B). The data were
simulated with∆GS ) 2.8 eV andT ) 1.4 eV, which correctly
reproduce the total covalency of the complex as found by
integrating the multiplet intensity (Vide supra). However, the
simulated intensity in the L2-edge is∼20% of that for the
simulated L3-edge, whereas the experimental L2-edge is∼50%
of that for the L3-edge, indicating a severe breakdown in the
isotropic covalency simulation.65,66Thus, a model including only
isotropic covalency is not sufficient to fit these data.

An isotropic covalency charge transfer simulation with
∆GS ) 2.8 eV andT ) 1.1 eV reproduces the data of low-spin
[Fe(tacn)2]2+ very well (Figure 5B). The main L3-edge peaks
at 706 and 710 eV are correctly spaced in energy, and the
intensity ratio matches the data. The main L2-edge feature and
high-energy shoulder are also reproduced. The main difference
between the ligand field multiplet and isotropic covalency
simulation for [Fe(tacn)2]2+ is the significant reduction in total
simulated intensity resulting from the inclusion of averaged
covalency.

Thus, while the ferrous L-edges are well fit by a model that
simply allows for a small reduction in total intensity through
isotropic covalency, ferric complexes are not. The simulation
of the high-spin ferric complex in Figure 2B fails to reproduce

the multiplet pattern of the L3-edge and while additional intensity
has been shifted into the shake-up CT region, the energies of
these features are not reproduced. For the low-spin complex
(Figure 4B), the isotropic covalency simulation does not predict
the correct ground state and thus does not reproduce the
experimental data whatsoever.

4.3.2. Differential Orbital Covalency. In the above simula-
tions, a single interaction parameterT was used to account for
LMCT. This is not consistent with the actual bonding situation
in Oh andTd complexes, however. The cubic ligand field splits
the d-manifold into the t2 and e symmetry blocks, separated in
energy, having different metal-ligand σ and π overlap char-
acteristics, and thus having different covalencies. To model the
differential orbital covalency of the different symmetry branches
of d orbitals, the charge transfer model was expanded to include
an interaction parameter for each d-orbital symmetry,T(t2) and
T(e). For octahedral complexes, theT(e) term is greater than
T(t2), and vice versa for tetrahedral complexes, in accordance
with the differences in theσ and π bonding exhibited inOh

andTd ligand fields. It should be noted that the in-plane (IP)
and out-of-plane (OP) orbitals of the free ligand (before
interaction with the metal) might in some cases be split in
energy, leading to the necessity for two∆ values in the
calculations,∆t2g and∆eg. However, in the case of the chloride
complexes, the pi and sigma ligand states are at equal energy
before CI, whereas for the amine complexes, the ligand pi
orbitals do not interact with the metal d orbitals. For the oxygen
based ligand systems, DFT calculations give the “pi” and
“sigma” ligand orbital energy separation at less than 0.6 eV
before binding to the metal ion. Using this energy separation,
approximating the ligand pi and sigma orbitals with a single
delta leads to an error of∼0.25% metal d character in each
orbital set and an overestimation of the DOC by∼0.5%. Thus,
for the molecules in this study, the use of two deltas (one for
the σ and one for theπ symmetry free ligand orbitals) is not
necessary.

The charge-transfer multiplet simulation of [FeCl6]3- includ-
ing DOC (parameters in Table 2) reproduces the data extremely
well as shown in Figure 2C. Both features of the main L3-edge
(707 and 709 eV) are reproduced in energy and intensity, and
the experimental L3 shoulder features (711-716 eV) are present
in the simulation. The DOC calculation also fits the feature at
714 eV that was not well fit in either the ligand field or isotropic
covalency simulations. The simulated L2-edge has two features
separated in energy by∼2 eV and correctly mimics the intensity
ratio of the experimental data, unlike the ligand field multiplet
simulation. Simulations of the other ferric high-spin species
listed in Table 1 are found in the Supporting Information.

(65) Thole, B. T.; van der Laan, G.Phys. ReV. B. 1988, 38, 3158-3171.
(66) TheL3/(L3 + L2) intensity, known as the branching ratio, is indicative of

the spin-state of the metal ion. See ref 65.

Table 2. Parameters Used in DOC Simulations

∆GS ∆′a Te Tt 10Dqion

[FeCl4]- 0.10 -2.40 1.10 1.50 -0.50
[FeCl6]3- 0.10 -2.20 1.75 0.90 1.20
[FeCl4]2- 3.00 2.00 1.45 1.45 -0.30
[FeCl6]4- 2.25 1.75 0.90 0.45 0.60
Fe(acac)3 0.80 -1.50 1.70 0.90 1.50
[Fe(ox)3]3- 0.80 -1.50 1.60 0.90 1.50
[Fe(ida)2]- 0.60 -1.40 1.70 0.90 1.60
[Fe(tacn)2]3+ 2.80 0.80 3.40 0.90 2.20
[Fe(tacn)2]2+ 2.80 2.10 1.80 0.30 1.70

a ∆′ ) ∆GS + U - Q.
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The DOC simulation for the ferrous high-spin [FeCl6]4-

complex is shown in Figure 3C. The main L3 and L2 multiplets
are reproduced quite well, as are the shoulders to the high-energy
side of both edges (708 and 722 eV, respectively). There is
little difference between the DOC fit and the isotropic covalency
fit (Figure 3B) or ligand field multiplet fit (Figure 3A), however.
Thus, while the DOC methodology may be used to simulate
the spectrum, it is not necessary.

The charge-transfer multiplet simulation of low-spin [Fe-
(tacn)2]3+ excellently reproduces the experimental data (Figure
4C). The L3-edge consists of two absorption envelopes at 705-
706 and 707-717 eV that involves transitions to the t2g

6eg
0 and

t2g
5eg

1 final state multiplets, respectively. The calculated spec-
trum correctly models the intensity ratio and energy separation
of these multiplet envelopes, including the small shoulder at
712 eV. The L2-edge data consist of a small feature at 718 eV
(t2g

6eg
0 multiplet), as well as a much larger feature centered at

722 eV with a poorly resolved, small shoulder at∼723 eV
(t2g

5eg
1 multiplets). While the calculated intensity is too low

relative to experiment at 718 eV, a transition is present at the
correct energy in the simulation. The low intensity in this feature
may be due to a lifetime broadening used in the simulation that
is too large for the individual transition.61 Furthermore, the two
features at 720-725 eV account for the majority of the intensity
in the edge and are very well fit by the simulation.

Similarly, the charge transfer simulation for the ferrous low-
spin [Fe(tacn)2]2+ complex (Figure 5C) reproduces the experi-
mental data well for the main features and shoulders of both
the L3 and L2 multiplets. The primary difference in the
simulation with the inclusion of DOC is a reduction in simulated
intensity relative to the LFM simulation, consistent with the
reduction in metal d orbital character. In the multiplet splittings,
only a slight difference can be observed between the ligand field
and charge transfer multiplet fits to the data (Figure 5A and C,
respectively). A very small shoulder to the high-energy side of
the L3 multiplets (∼711 eV) is found, which is fit marginally
better with the inclusion of either isotropic or differential orbital
covalency.

4.3.2.1. Extraction of Covalency.The ground state param-
eters found from applying the charge transfer multiplet meth-
odology with DOC, listed in Table 2, were used to determine
the covalency of the half- or unoccupied metal t2 and e orbitals
in the ground state. The ground state wave function in eq 4.1 is
a sum of weak-field multiplet terms deriving from the 3dn and
3dn+1L configurations. Rewritten for covalency considerations,
the ground state can alternatively be written as a sum of strong-
field components for covalency considerations.

This ground state (ΨGS) is comprised of a linear combination
of contributions from the main and CT t2g

neg
m configurations.

The latter reflects the covalency, which can be obtained by
projection onto a hypothetical state (ΨH) in which all multiplet
effects have been removed (Hee ) HLS ) 0), leaving only the
ligand field splitting (HLF) to contribute to multiplet splitting.

The Hamiltonian for this hypothetical state (HH) can be
written in the form

The eigenfunctions corresponding to this Hamiltonian,ΨH
i, are

the strong field configurations listed in eq 4.2 forΨGS such
that

Thus, projecting the hypothetical state onto the ground state
gives the coefficients of the strong field wave function
components,Ri, in the ground state. The covalency of the
individual t2g or eg orbitals is found from theRi

2 of the t2g
n+1eg

m

and t2g
neg

m+1 configurations corresponding to LMCT from the
t2g

neg
m ground state into the metal t2g and eg orbitals, respec-

tively.
In the projection methodology, the 3dn + 3dn+1L ground state

multiplet, comprised of a linear combination of contributions
from one or more t2g

xeg
y configurations, is mapped into the

individual strong field configurations. This projection is ac-
complished within the program suite by linking the ground and
hypothetical states to a 4s to 4p transition. Any multiplet effects
from the 4s and 4p contributions to the wave function are turned
off; therefore the energies of the configurations are completely
determined by the orbital occupancies of the ligand field split
configurations, 10Dq, and by the metal to free-ligand energy
separation,∆.

The intensity of this transition is distributed among the strong
field 3dn and 3dn+1 configurations according to their contribu-
tions to the ground-state wave function. For a high-spin
octahedral ferric complex, the primary intensity is in the t3e2

ground-state configuration. The intensities corresponding to the
t4e2 and t3e3 dn+1L contributions are at energies ofEave- 4DqH

andEave+ 6DqH, respectively. The covalency for an individual
dn+1 state is simply the calculated intensity of that state
renormalized to include the number of one-electron pathways
contributing to the intensity. Of the five one-electron transitions
from the ground state configuration to the charge transfer dn+1L
configuration, only two transitions correspond to intensity into
the e orbitals, whereas three of five correspond to transitions to
the t2 orbitals. The intensity of the t3e2 f t3e3L transition at
Eave+ 6DqH, for example, represents the summed contribution
of the LMCT to the two half-occupied orbitals of e symmetry.
Thus the renormalized intensity in the half-occupied e orbitals
is I′ ) I(Eave + 6DqH)*5/2, whereas the renormalized intensity
in the half-occupied t2 orbitals isI′ ) I(Eave - 4DqH)*5/3. In a
similar manner, for a low-spin ferric complex, the renormalized
intensity in the unoccupied e orbitalsI′ ) I(Eave - 14DqH)*5/4,
whereas the renormalized intensity in the single half-occupied
t2 orbital I′ ) I(Eave - 24DqH)*5/1.

For the compounds in Table 1, the total covalency determined
by averaging the t2 and e symmetry orbitals from the projection
method was 1-13% lower than that found experimentally by
integrating the intensity over the multiplets as described in
section 1. Integrating the experimental L-edge intensity is a more
direct method for determining the total covalency of a system
than relying upon the spectral simulation. Thus, the DOC found
through the projection method was scaled to the value from
the total experimental L-edge intensity, which changes the DOC

ΨGS ) R1|t2g
n eg

0〉 + R2|t2g
n-1eg

1〉 + R3|t2g
n-2eg

2〉 + R4|t2g
n-3eg

3〉 +

R5|t2g
n-4eg

4〉 + R6|t2g
n+1eg

0L〉 + R7|t2g
n eg

1L〉 + R8|t2g
n-1eg

2L〉 +

R9|t2g
n-2eg

3L〉 + R10|t2g
n-3eg

4L〉 (4.2)

∑
i

(Ri
2) ) 1

HH ) 〈3dn + 3dn+1L|Have+ HLF|3dn + 3dn+1L〉 (4.3)

〈ΨGS|ΨH
i 〉 ) Ri (4.4)
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value by at most 2%, which is within the error of the technique.
A complete listing of individual orbital covalencies and DOC
(scaled to the total intensity) found for the L-edge data is given
in Table 1.

Spin-unrestricted molecular orbital calculations (DFT, BP86)
were performed for the model complexes studied here for
comparison with the experimental data (Table 1). Although the
DFT results for the high-spin complexes using the pure density
functional BP86 method somewhat overestimate the covalency
of each complex, on average, by∼6% for the ferric complexes
(Table 1, columns 8 and 9), the DFT calculations nicely reflect
the differential orbital covalencies (Table 1, column 10). For
each of the complexes, the covalency of theσ symmetry orbitals
is higher than theπ orbitals, mirroring the experimental trend
found from the L-edge DOC projection method and chemical
intuition. For the high-spin ferricOh complexes, the calculated
metal t2g component is in the range of 83-85% and the metal
d component in the eg symmetry orbitals was calculated to be
64-68% (Figure 6B and D), versus the experimentally found
values of 88-90% and 70-73%, respectively. The low-spin
ferric [Fe(tacn)2]3+ complex was calculated to have 93% d
character in the half-occupied t2g orbital and 62% in the
unoccupied eg orbitals (Figure 6E), relative to 99% and 63%
experimentally. Similar results are found for the ferric tetrahedral
complex, [FeCl4]- (Figure 6A), although inverted due to the
tetrahedral ligand field. The t2 and e symmetry orbitals were
calculated to have 68% and 77% metal d orbital character, as
compared to 76% and 89% found from the L-edge methodology.
As can be seen from Table 1, the general trends in the
experimental results are reproduced in the MO calculations and
differences in the experimentally and theoretically calculated
DOC are found to bee5% for the ferric complexes.

For the relatively less covalent ferrous complexes, again, the
DFT results somewhat overestimate the covalency of each
complex by 3% on average (Table 1, columns 8 and 9) but
nicely reflect the differential orbital covalencies (Table 1,
column 10). For the ferrous tetrahedral complex [FeCl4]2-

(Figure 6C), the t2 and e symmetry orbitals were calculated to
have 84% and 89% metal d orbital character, as compared to
87% and 93% determined from the L-edge methodology. The
octahedral ferrous [FeCl6]4- complex was calculated to have
94% metal d character in the half-occupied t2g orbitals and 83%
in the half-occupied eg orbitals, while, from the iron L-edge
DOC methodology, the t2g and eg orbitals are found to have
96% and 88% metal d character, respectively. The low-spin
[Fe(tacn)2]2+ complex with the t2g orbitals completely filled and
the eg orbitals unoccupied is calculated to be 71% metal and
found from the data to be 72% metal d character. Generally
good agreement,e3% for the ferrous complexes in this study,
is found between the experimentally and theoretically deter-
mined DOC values. Most importantly, the experimental trends
in the high- and low-spin,Oh andTd complexes are reproduced
by the calculations, indicating that these can provide further
insight into the associated bonding differences.

5. Discussion

For the L-edge XAS spectrum of first-row transition metal
complexes where the interaction between core and valence
electrons is strong, the absorption spectrum is strongly affected
by the 2p-3d multiplet interactions. The spin-orbit coupling

of the metal 2p core hole, the spin-orbit interactions of the
d-manifold, exchange interactions between the 2p and 3d
manifolds as well as within the 3d manifold, and ligand field
energy splitting all influence the experimental spectra.64 For iron
model complexes with a number of half- or unoccupied orbitals
in the valence d-manifold that result in a number of many-
electron excited state configurations, these multiplet effects
distribute L-edge intensity across an energy range of ap-
proximately 20 eV.

The use of metal L-edge XAS intensity in determining
covalency has been demonstrated in earlier studies, for both
model complexes and protein systems. The covalency results
derived from Cu L-edge studies have, for example, been used
in conjunction with other spectroscopies to determine the metal
d contribution to the ground state wave functions of certain blue

Figure 6. Contour plots of antibonding metal dπ (left) and dσ (right)
orbitals of (A) [FeCl4]-, (B) [FeCl6]3-, (C) [FeCl4]2-, (D) [Fe(ida)2]-, and
(E) [Fe(tacn)2]3+. The t2 σ orbitals of [FeCl4]- and [FeCl4]2- have been
rotated 90° relative to the eπ orbitals for clarity.
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copper17 and CuA proteins18 and copper model complexes.19-21

For complexes with a d9 ground state electronic configuration,
however, the d10 final state precludes any influence from
multiplet interactions on the spectral shape; the L-edge transition
consists of a single bound state transition for each of the L3-
and L2-edges that can be integrated and used in an intensity/
covalency analysis. However, for iron model complexes with
additional half- or unoccupied metal d orbitals, the multiplet
effects obscure the precise energy of the ionization edge and
complicate the intensity analysis of the spectra.

The metal L-edge intensity is proportional to the number of
allowed one-electron transition pathways and consequently is
dependent on the number of half- or unoccupied metal d orbitals.
The experimental intensity must therefore be renormalized to
reflect the intensity due to a single transition pathway. The
dipole allowed metal 2pfΨ* L-edge transitions are also
proportional to the amount of metal d-character in the ground
state wave function (1- R2 in eq 1.1). As the amount of metal
character in the ground state wave function decreases, the metal
L-edge intensity also decreases. Thus, the total intensity of the
iron L-edge is a direct probe of the average covalency of the
half- and unoccupied iron d orbitals.

Using the multiplet program developed by Thole and co-
workers,24 the metal L-edge spectrum may be simulated and
the parameters used to describe the ground state wave function.
The simulations include all multiplet and ligand field effects
but include covalency effects only through the apparent
modification of the multiplet parametersâ and 10Dq. Covalency
as metal-ligand overlap is modeled by further including CT
shake-up states onto the multiplets. As shown in the ferric
complexes studied above, certain L-edge spectral features cannot
be simulated using an isotropic covalency. It was therefore
essential to develop a methodology to include differential orbital
covalency (DOC). Using the projection method (Vide supra),
the ground state wave function is projected onto a hypothetical
excited state devoid of multiplet effects. Thus, the individual
LMCT contributions to the orbitals of t2 and e symmetry are
obtained. Renormalizing these intensities to account for the
number of t2 and e holes determines the covalency of the
individual orbital sets and therefore the differential orbital
covalency of a metal active site. The DOC obtained in this way
compares well to the results from other spectroscopies and DFT-
based MO calculations.

The high-spin ferrous complexes are in general less covalent
than the high-spin ferric complexes, as expected. The higher
effective nuclear charge of the ferric complexes shifts the metal
d-manifold to deeper binding energy and allows for a closer
energetic match between half-occupied metal d and occupied
ligand p orbitals. The higher Zeff also results in a radial
contraction of the metal d orbitals that differentially limits the
overlap of the metal dπ orbitals with those of the ligand (Figure
6A and C). The result is a differential increase in covalency
upon oxidation. The dπ symmetry orbitals of the ferrous and
ferric Td andOh chloride complexes have similar covalencies
(Table 1). Theσ orbitals, however, become much more covalent
upon oxidation, by 11% in theTd chloride and by 18% in the
Oh chloride. Thus, the increased average covalency of the ferric
relative to the ferrous high-spin chloride complexes is due
mainly to the increased ligand component in the dσ symmetry
orbitals resulting from the increasedZeff.

The high-spin ferrous tetrahedral and octahedral chloride
complexes are quite ionic in nature (Table 1). The octahedral
complex would be expected to be more covalent than the
tetrahedral complex with two additional ligand donors, yet
experimentally their covalencies are quite similar. The crystal
structures of [FeCl4]2- and [FeCl6]4- reveal that the bond lengths
of [FeCl4]2- (2.28 Å) are 0.23 Å shorter than those of [FeCl6]4-

at 2.51 Å.30,67The increased ligand-ligand repulsion results in
longer bond lengths in theOh compound and reduces the overlap
between the metal d and ligand p orbitals, offsetting the greater
number of metal-ligand interactions.

Interesting trends are observed in the high-spin ferric
complexes studied. As with the case of the ferrous chloride
complexes, the average covalencies of theOh and Td ferric
chloride complexes are also quite similar. Analogous to the
ferrous case, the bond lengths of the ferricTd complex (2.18
Å) are ∼0.2 Å shorter than theOh complex (2.39 Å),34,68

reflecting decreased ligand-ligand repulsion. This increases the
metal-ligand overlap resulting in an increased covalency,
despite the decrease in coordination number. The DOC of the
Td ferric chloride (13%) is significantly lower than that of the
Oh ferric chloride (25%), however, due to the relatively stronger
π donor interaction in theTd complex at its shorter bond lengths
(Figure 6A and B). The average covalencies of the remaining
ferric octahedral high-spin complexes, [Fe(ox)3]3-, Fe(acac)3,
and [Fe(ida)2]-, are similar to that of theOh chloride, while the
differential orbital covalencies are significantly less than that
of the Oh chloride due to both reducedσ and increasedπ
covalencies in these complexes.

In the low-spin iron complexes studied here with predomi-
nantly σ donating ligands, the relatively ionic t2g orbitals are
mostly or completely filled, and the eg orbitals of much higher
covalency are unoccupied. Thus the average covalency is found
to be much greater for the low-spin iron complexes. In general,
the higherZeff of the ferric complex would tend to increase the
relative contribution of the ligand to the ground state and
therefore increase the covalency of the ferric complex over that
of the ferrous complex. Experimentally, however, the [Fe-
(tacn)2]2/3+ complexes are found to have comparable average
covalencies. For a low-spin d6 Oh complex, the average
covalency derived from the integrated L-edge intensity is an
average of the four highly covalent unoccupied eg orbitals. The
covalency for the ferric complex, however, is the average of
the fourσ orbitals as well as the oneπ orbital. The impact of
the additional half-occupied t2g orbital in the ferric complex is
easily observed from the DOC analysis. The increasedZeff in
the oxidized complex results in eg orbitals which are in fact
more covalent with 63% metal d character as compared to only
72% metal d character in the reduced complex. Since the tacn
ligand has noπ orbitals available for mixing with the metal d
orbitals, the t2g orbitals are nearly 100% ionic. Thus, the DOC
in the ferric low-spin [Fe(tacn)2]3+ is much larger than what is
found for the high-spin complexes. As the DOC analysis reflects
the covalencies of unoccupied molecular orbitals, a precise
determination of DOC is not possible for a low-spin ferric
complex with a t2g

6 ground state. Based on comparisons with
the high-spin ferrous systems, theπ covalency of the low-spin
[Fe(tacn)2]3+ complex can be estimated at 0-4% ligand

(67) Figgis, B. N.; Sobolev, A. N.; Kucharski, E. S.; Broughtaon, V.Acta
Crystallogr.2000, C56, E228-E229.

(68) Cotton, F. A.; Murillo, C. A.Inorg. Chem.1975, 14, 2467-2469.
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character. Thus, the DOC of [Fe(tacn)2]2+ can be estimated at
24%-28%, far higher than in the high-spin ferrous systems.

The average metal d character determined from DFT calcula-
tions is 5-10% lower than that found experimentally, consistent
with the fact that a pure DFT approach is generally overly
covalent. However, the DFT calculations nicely follow the trends
seen in the L-edge methodology developed herein. The calcula-
tions reproduce not only the low covalency of the ferrous site
(8-10% experimentally) but also the minor DOC, found to be
e3%. Furthermore, theOh chloride is found from both experi-
ment and DFT to be slightly less covalent than theTd complex.
The change in covalency observed experimentally between the
ferric Td and Oh chlorides (4%) is also observed in the
calculational results (5%). The remaining high-spin ferricOh

complexes are all observed to have a lower DOC than that of
theOh chloride complex. The DFT results provide insights into
this trend. First, theπ covalency is increased due to the presence
of low-lying π donor orbitals in the acac, ida, and ox ligands.
Furthermore, theσ donor interaction is decreased. While this
is clearly complicated by the differences in 2p versus 3p radial
distribution functions of the O-FeIII at ∼2.00 Å versus Cl-
FeIII at 2.39 Å, an important contribution can be seen in Figure
6D which shows that the oxygenσ valence donor orbital is partly
delocalized on the carbon framework of the chelate which
reduces the donor interaction of theσ orbital with the iron.

The low-spinσ-donor complexes studied here also demon-
strate similar trends between DFT calculations and experimental
data. While the low-spin [Fe(tacn)2)]2+ complex has no unoc-
cupied t2 orbitals, the e symmetry orbitals are found to have
72% and 71% metal d character from experiment and calcula-
tions, respectively. The ferric low-spin complex, with a single
half-occupied t2 orbital and four spin-unrestricted unoccupied
e orbitals, was found from the L-edge methodology to be 2%
more covalent (70%) than the ferrous complex. DFT results
indicate a similar trend, finding the average covalency to be
68% metal d character, 3% more covalent than its ferrous
counterpart. More striking is the fact that trends in the DOC
determined from the experiment and DFT also are quite similar
for the [Fe(tacn)2)]3+ complex. Paralleling the experimental
results, the DFT calculations reproduce the total average
covalency of the [Fe(tacn)2]2/3+ complexes and show that the
half-occupied t2 π orbital is relatively ionic since the tacn ligand
has noπ orbitals available for bonding (Figure 6E). The results
further show that theσ orbitals are indeed more covalent in the
ferric complex (62% metal d character) as a result of the higher
effective nuclear charge.

6. Conclusions

In this study, the integrated intensity approach previously
developed for systems with a single hole in theψ* SOMO
orbital of Cu proteins and model complexes has been expanded
to iron model complexes. The intensity of the iron L-edge data
is renormalized to account for the one-electron transition
pathways available into the additional half- or unoccupied d
orbitals in the 3d5 or 3d6 site. This enables the quantitative
determination of the overall covalency of the complex, which
is corroborated by additional spectroscopies and molecular

orbital theory. Using this methodology, the total covalencies
of a series of ferric and ferrous, high- and low-spin model
complexes were determined. Ferrous high-spin complexes were
found to be mostly ionic in nature, while ferric high-spin and
σ-donating low-spin complexes were found to be much more
covalent. The data were simulated using the charge transfer
multiplet model with e and t2 symmetry shake-ups, and the
simulations were projected into a hypothetical state, where
multiplet effects are eliminated, permitting determination of the
differential orbital covalency of the individual symmetry related
d orbitals of the metal. While the DOC determined for ferrous
high-spin complexes is quite low in accordance with their low
average covalency, significant differences in the t2g and eg orbital
covalency are found for ferric high- and low-spin octahedral
complexes, where the high covalency of the eg orbitals of
[Fe(tacn)2]3+ results in a very high DOC of 36%.

The sensitivity of the DOC to high- and low-spin ferric sites
lends itself well to the study of other complexes of significance
in bioinorganic chemistry. The average covalency determined
from integrating the L-edge intensity, coupled with the DOC
methodology developed herein, can provide a quantitative
measurement of theπ-bonding interaction of the Fe-O bond
in siderophores which has been considered69 to make a
significant contribution to the high stability (Kf ≈ 1025-50) in
these complexes. Alternatively, the DOC from the metal L-edge
analysis can provide a detailed, quantitative description of the
difference of in-plane versus out-of-planeπ bonding in low-
spin ferrihemes, which from EPR studies can give rise to two
different ground states (dxz,yz or dxy). Finally, DOC analysis can
further elucidate the nature of theπ back-bonding to the low-
lying ligand π* orbitals commonly associated with the iron
cyanides which should produce unique features in the L-edge
spectrum. Finally, DOC analysis can be a crucial aid in studying
the short (∼1.65 Å) iron-oxo bond in ferric and ferryl heme
relative to non-heme iron sites where intense CT shake-up
features associated with the oxoσ andπ interactions can greatly
perturb their electronic structures.
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